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Abstract: Recently, Traditional Methods of measuring the similarity have been time-consuming and costly as the size and area 
of data increase. Border proposed a Min-Hash efficiently estimates the similarity between two signatures represented two-sets 
as the connotated form. Min-Hash is widely used in plagiarism prevention, graph and image analysis, and genetic analysis. 

However, raw data is encrypted but exposure to keys due to frequent use of keys for decryption poses security challenges. In 

particular, exposure to data about users at large sites such as Facebook and Amazon causes serious damage. More recently, 
studies of new fourth-generation encryption technologies that can protect user-related data without using the keys needed for 
encryption have drawn attention. Also, data clustering technology that uses encryption is drawing attention. Thus, among the 
various clustering methods, this paper presents model using Rushell and Rao similarity for preserving privacy by using RSA 
homomorphic encryption and estimates efficiently it by using Min-Hash. 

Keywords: Similarity Measurement, Jaccard Similarity, MinHash, Homomorphic Encryption, private MinHash, privacy 
preserving 
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1. Introduction 

Clustering in data mining is a method of classifying objects with similar characteristics into the same class (Min 

and Heo, 2014; Lee, 2019). There are several methods for determining the similarity of objects, depending on the 

type of attribute value that the object has. Among them, Jaccard Similarity is a typical method for determining the 

similarity of objects whose attribute values can be shown based on a set. Jacquard similarity is a method of 

measuring similarity by relatively evaluating the intersection between different sets. Jacquard similarity is in various 

fields such as collaborative filtering (Chum, Philbin and Zisserman, 2008), Group Technology (Seifoddini, 1989; 

Yin and Yasuda, 2005), enterprise decision making through Enterprise Grid (Rahman, Hassan and Buyya, 2010; 

Niwattanakul, singthongchai, Naenudorn and Wanapu, 2013), search engine (Niwattanakul, singthongchai, 

Naenudorn and Wanapu, 2013), keyword comparison (Bank and Cole, 2008), etc. It is used in ( Lee, 2017; Jung, 

2020). 

As areas of representation of data become diverse and storageable, an era is approaching in which numerous 

objects that exist in the real world can be expressed as data (Hahm and Chen, 2020). As a result, applying 

similarities to objects to traditional methods can only afford the amount of data and computational time. Min-Hash 

(Seifoddini, 1989), proposed by Broder, is a kind of locality Sensitive Hashing (LSH) technique that allows the 

form of a set to be connotated, such as a signature, and gives an approximate estimate of the similarity of the sets. 

Min-Hash is applied in plagiarism prevention (Seifoddini, 1989; Yin and Yasuda, 2005), graphs (Rahman, 

Hassan and Buyya, 2010; Niwattanakul, Singthongchai, Naenudorn and Wanapu, 2013), and image analysis 

(Bank and Cole, 2008; Broder, 1997), and genetic analysis (Border, 2000), and is used as an efficient way to 

measure similarities between data in many areas that can be represented by data. 

Min-Hash represents the smallest value when two sets of elements are recorded in a particular hash function and 

is a method that can be used to approximate similarities. The smallest value from Min-Hash is described as Min-

Hash Value and the Min-Hash Value for Set A is expressed as hmin(A). The probability that the two sets have the 

same Min-Hash Value as the two sets of Jaccard similarity. 

While encryption has been essential to data security in recent years, traditional encryption technology does not 

fully protect user-related data due to the exposure of keys due to frequent use of keys. In particular, exposure to data 

about users at large sites such as Facebook and Amazon causes serious damage. Existing encryption only showed 
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the cryptogram as a string indistinguishable from the random number, and it was impossible to perform a meaningful 

operation on the cryptogram itself. Thus, the homomorphic encryption proposed by Rivest, Addleman and 

Dertouzous (1978) was first proposed a method to perform several operations without a decode key, even when the 

plain text is encrypted. In addition, Gentry (2009) designed a fullly homomorphic encryption based on the 

challenges of number theory and lattice theory, enabling computers to perform all computations of addition, 

subtraction, multiplication, and division of ciphertext. Recently, it has been applied not only to search and statistical 

analyses, but also to highly complex computations such as machine learning and image processing in HEAN, and 

was selected as one of the top 10 Emering Technology in the 2011 MIT Technical Review (Teixeira, Silva and 

Meira, 2012). In data clustering, K-means clustering technology that utilizes this technology to apply encryption 

has recently drawn attention (Aksakalli and Welke, 2016). 

“Homorphic” in homomorphic encryption refers to the idea of preserving the computation between two algebraic 

structures of the same type, which is commonly addressed in mathematics. In other words, a homomorphic 

encryption is a cryptographic system that preserves certain operations, such as addition and multiplication, with 

responding elements of plaintext to elements of ciphertext (Teixeira, Silva and Meira, 2012). A homomorphic 

encryption that can only perform some operations of the same type data is called a “partial homomorphic 

encryption”. It is commonly consist of additive homomorphic encryption and multiplicative homomorphic 

encryption. 

Therefore, in this paper, efficient similarity measurement through Min-Hash can be applied to homomorphic 

encryption, which is one of the four generations of encryption technology, to maintain privacy. Present a degree 

analysis model. The structure of this study is as follows. Chapter 2 introduces background knowledge and related 

research, and Chapter 3 introduces Private Min-Hash to which the same type encryption technology as conventional 

Min-Hash is applied. Chapter 4 describes experiments and results to demonstrate the effectiveness of the method 

proposed in this paper. Chapter 5 describes the problems and conclusions that need to be resolved in the future. 

2.Related Works 

In this section, we introduce basic concepts of Similar measurements, Min-Hash, Hormorphic Encryption, and 

Customer Analysis System, which are core technologies needed for thesis.  

2.1.Similar measurements 

Jaccard Similarity is a method of measuring the similarity of two objects represented in a set by calculating the 

relative magnitude of the intersection with respect to the size of the union of both sets. It can show the degree of 

similarity (Jaccard and Welke, 2016). 

𝐽𝑎𝑐𝑐𝑎𝑟𝑑(𝐴, 𝐵) =
|𝐴 ∩ 𝐵|

|𝐴 ∪ 𝐵|
 

For example, when two sets A = {1,2,3,4} and B = {2,3,5} exist, the jacquard similarity between sets A and B 

is shown in Figure 1. 

Figure.1 Jaccard Similarity 

 

Russell-Lao similarity is similar to jacquard similarity. The method of measuring two object similarity differs 

from jacquard similarity in that it is the size of the complete set rather than the size of the union of the two sets. 
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Calculate the relative magnitude of the intersections relative to represent the similarity of both sets (Russell and 

Rao, 1940).  

𝑅𝑢𝑠𝑟𝑎𝑜(𝐴, 𝐵) =
|𝐴 ∩ 𝐵|

|𝑈|
 

For example, when two sets A = {1,2,3,4} and B = {2,3,5} exist, the Russell-Lao similarity of sets A and B is 

the same as in Figure 2.  

Figure.2 Russell and Rao Similarity 

 

The method often used to measure similarity between Jacquard-like and Russell-Lao-like is similar to Jacquard, 

but methods using Russell-Lao-like similarity are also being studied (Sneath and Sokal, 1973). There are various 

methods for measuring the similarity between the two sets, as in (Choi, Cha and Tappert, 2010), and the similarity 

can be measured in various ways depending on the situation. In this paper, I would like to calculate the similarity 

between two objects based on the similarity between Russell and Lao. 

2.2.Min-Hash 

Min-Hash is a method that shows the smallest result value when two sets of elements are put into a specific hash 

function in history, and can be used to approximate the similarity. The smallest result value that comes out via Min-

Hash is expressed as Min-Hash Value, and the Min-Hash Value of the set A is shown in hmin (A). The probability 

that the two sets of comparison targets A and B have the same Min-Hash Value is the same as the two sets of 

jacquard similarity (Chum, Philbin and Zisserman, 2008; Lee, Ke and Isard, 2010; Koslicki and Zabeiti, 2019). 

𝑃𝑟[ ℎ𝑚𝑖𝑛(𝐴) = ℎ𝑚𝑖𝑛(𝐵) ] = 𝐽𝑎𝑐𝑐𝑎𝑟𝑑(𝐴, 𝐵)  

The hash function ℎ that is typically used to obtain the Min-Hash Value of a set of m elements is 𝚊𝑥 + 𝑏 mod 𝑝. 

𝚊 and 𝑏 are arbitrary natural numbers, and 𝑝 is the smallest prime number greater than or equal to m. 

Figure.3 Min-Hash 

 

Figure 3 shows the contents of Min-Hash. 
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When there are n Min-Hash Values for a set A via n Min-Hash, it can be expressed in the form of a vector and 

expressed by Min-Hash Signature. A SigA with a Min-Hash Signature in the set A can be expressed as: 

 𝑆𝑖𝑔𝐴 = [ ℎ𝑚𝑖𝑛1
(A), ℎ𝑚𝑖𝑛2

(A), ⋯ ℎ𝑚𝑖𝑛𝑛
(A) ] 

When the kth Min-Hash Value is the same value in the Min-Hash Signature of the sets A and B, the weight of 

similarity can be expressed as follows. 

 𝐽𝑎𝑐𝑐𝑎𝑟𝑑𝑘
̂ (𝐴, 𝐵) {

  1    ℎ𝑚𝑖𝑛𝑘
(𝐴) = ℎ𝑚𝑖𝑛𝑘

(𝐵)

  0    ℎ𝑚𝑖𝑛𝑘
(𝐴) ≠ ℎ𝑚𝑖𝑛𝑘

(𝐵)
 

Therefore, n hash functions can be used to calculate the similarity of the generated Min-Hash Signatures of A 

and B to approximate the similarity of sets A and B. 

 𝐽𝑎𝑐𝑐𝑎𝑟𝑑(𝐴, 𝐵) ≒   
1

𝑘
∑ 𝐽𝑎𝑐𝑐𝑎𝑟𝑑𝑘

̂𝑛
𝑘=1 (𝐴, 𝐵) 

2.3.Homomorphic Encryption 

Homomorphic, which means homomorphism in homomorphic encryption, comes from homomorphism, which 

is often used in mathematics, and refers to an event (map) that maintains operations between two units of the same 

type. In other words, homomorphic encryption is a password system that saves specific operations such as addition 

and multiplication with the idea of associating the elements of plaintext space with the elements of cryptographic 

space. Among the homomorphic encryptions, the password that can be executed by only some operations is called 

partial homomorphic encryption. Elgamal passwords on a finite body can only be multiplied. Multiplicative 

homomorphic encryption (Tsiounis and Yung, 1998). There is additive homomorphic encryption (Pan, Sun and 

Fang, 2011) that protects only the addition. 

2.4.Customer Analysis System 

When designing models that utilize similarities such as customer Gunjipfa, recommender systems have raised 

security issues for many developers in relation to customer information. Therefore, research has been conducted to 

address potential security issues when leveraging user information (Ramos, 2003; Han, Kamber and Pei, 2011; 

Broder, 1997). 

Most research directions are largely in the use of information between users, or through a third trust institution. 

Therefore, before using this information to calculate the similarity between users, the relevant data must always be 

converted into a format that is either encrypted or unknown (Broder, 1997; Murthy, 2012; Syropoulos, 2000). 

Algggan, Gambs and Kermarrec (2011) proposed a method that can calculate the degree of similarity in a state 

where the value of the result is converted into a format that cannot be known by using the differential privacy policy. 

In particular, utilizing the calculations of Laplace, Scalar Product, and Cosine Similarity (Alaggan, Gambs and 

Kermarrec, 2011), added Laplacian Noise based on the calculation method of homologous cryptography. 

Therefore, it was possible to calculate the similarity with the encrypted data. After that, Wong and Kim(2014) 

proposed by et al., The similarity of data, which is the form of the proposed specific binary vector, was applied to 

homomorphic encryption 

In addition, recently, research on applying Fully Homomorphic Encryption to k-means clustering technology 

has become active, and it is expanding further in fields such as market analysis and medical research (Alaggan, 

Gambs and Kermarrec, 2011; Jeong, Kim and Lee, 2018; Almutairi, Coenen and Dures, 2017). 

Figure 4 shows the concept of k-means clustering technology. 

Figure.4 Privacy-preserving K-means Clustering 
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3.Proposed Private MinHash 

3.1.Basic Structure of the System 

Figure.5 Homomorphic Encryption Scheme 

 

Russell-Lao similarity comparison system, which basically applies multiplication encryption, was constructed 

as shown in Figure 5. 

• Anonymizer : The user is performing the requested calculation, but the user's information cannot be 

grasped. 

• Anonymizer : The user is performing the requested calculation, but the user's information cannot be 

grasped. 

• Supporter : Requestor provides information to Annoymizer for the requested information. 

Basically, Annonymizer performs operations on homomorphic encrypted data, and Alice (Requestor) requests a 

query. The person who provides the data corresponding to the query is made up of Bob (Supporter). For example, 

assuming Alice has data {2,3} and Bob has {1,2}, Alice has any decimal value to convert her data to a Binary Set. 

Determine t. Then, from the complete data, only the data that you have that is unlikely to change to 10,000 tons is 

processed by t-1. After that, the t value and data are encrypted with the public key provided by Anonymizer. Once 

the encryption is complete, Anonymizer will be provided with the encrypted t-value, and Bob will provide the t-

value and Alice's encrypted data. Bob is similar in method to Alice, but when converting his data to a Binary Set, 

he processes the data he has with t2 and the other data with t. Finally, after representing the encrypted data M via 

multiplication with the encrypted data received from Alice, the requested query without providing information about 

Alice and Bob's data to Anonymizer. Provides M` with randomly shuffled M data so that can be executed. 

Figure 6 shows the requester and supporter dataset. 
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Figure.6 Alice & Bob Dataset 

 

 

Figure.7 Anonymizer 

 
 

After receiving the encrypted t-value and M` from Alice and Bob, Anonymizer calculates the similarity as shown 

in Figure 7, which attempts to decrypt its own private key and converts it into plaintext data. Then, the data to be 

transmitted to Alice generates an arbitrary noise value according to the confidentiality (Sensitivity) of the data, 

inserts it into the calculated similarity value, and transmits it. By generating and adding random noise values, no 

one can know exactly about the actual similarity between Alice and Bob's data while the similarity is calculated. In 

this paper, Min-Hash is utilized in the process of  (Han, Kamber and Pei, 2011) introduced, and the procedure for 

making the similarity calculation efficient is applied, and the calculated similarity value is an approximate value. 

Therefore, it is possible to immediately convey the calculated value to Alice without adding a random noise value. 

3.2.Similarity Measurement Model 

In this paper, we utilize Min-Hash in (Syropoulos, 2000) utilizing the data in the set to apply efficient similarity 

measurement of a large set. The overall configuration procedure consists of four stages as shown in Figure 8. 

  

Figure.8 Similarity Measurement Model 
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Step 1: First, Alice sets an arbitrary minority t value. Then, an arbitrary hash function is defined to obtain a 

complete set of Min-Hash Values. If Alice has the specified hash function Min-Hash Value, it converts it to t, 

otherwise it converts it to t-1. Alice who generated k hash functions will have a signature Encpk(SigAlice) indicating 

k Min-Hash Values. Anonymizer is encrypted with the provided public key and tells Bob the t-value and signature 

Encpk(t, Sig`Alice) like a hash function. Anonymizer provides an encrypted t-value. 

Step 2: Bob creates a signature via the hash function provided in ②, and then creates and encrypts the signature 

in the same way as Alice. It then multiplies the values of the two encrypted signatures to generate a new signature 

M. When passing to Anonymizer, it provides data M’ that randomly shuffles the data belonging to M to execute the 

query when it does not provide the information of M data. 

Step 3: ③  Anonymizer decrypts the M’ provided to Bob with his own private key to obtain Decpr(M’). 

Anonymizer saves the data corresponding to t3 in the data in the Score set. 

 

Decpr(M’) = [ t1, t1, t3 ] 

 𝑆𝑐𝑜𝑟𝑒 = { 𝑥 | 𝑥 ∈ 𝐷𝑒𝑐𝑝𝑟(𝑀`) 𝑎𝑛𝑑 𝑥 = 𝑡3 } 

 

The Boolean Table shown in Figure 9 determines the type of similarity for the four variables. The element that 

both objects have in common is a positive match. In this paper, this variable is represented by t3. Elements that have 

only one of both objects are represented by t1 and t2 in mismatch. Finally, elements that both objects do not have 

are represented by t0 in a negative match. 

 

Figure.9 Boolean Table 

 
 

Alice and Bob similarity Sim (Alice, Bob) calculated through the signature transmitted by Anonymizer is 

calculated via the number of four variables Alice and Bob similarity is calculated as follows. 

 𝑆𝑖𝑚(𝐴𝑙𝑖𝑐𝑒, 𝐵𝑜𝑏) =
|𝑆𝑐𝑜𝑟𝑒|

|𝐷𝑒𝑐𝑝𝑟(M`)|
 

Step 4 : Finally, Alice is provided with an approximation of the similarity calculated in ④ to Anonymizer. 

 

4.Conclusion 

In this paper, we introduced a customer segmentation model for measuring the similarity of data in smart devices 

that maintain privacy by utilizing homomorphic encryption and Min-Hash. Through experiments, Gunzipfa 

introduced in this paper was found to be more efficient in terms of speed, although it is not superior to clustering 

using the previous encryption in terms of clustering quality. Therefore, it can be applied to a model for real-time 

similar analysis that ensures customer privacy.  
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