
Turkish Journal of Computer and Mathematics Education    Vol.12 No.13 (2021), 5429-5440 

Research Article 

5429 
 

Lung Disease Detection Of Diabetic Patients By Dnn Approach Using Ct Scan Images  

 
1.*G. Mothilal Nehru,  2dr.G. Arumugam 

1. Research Scholar, Bharadhiyar University, Coimbatore. Assistant Professor, School of Computing Science, 

VISTAS, Chennai. 

2. Senior Professor and Head, Department of Computer Science, Madurai Kamaraj University,      Madurai -625 

021 
1mgmnehru@gmail.com 

 

Article History: Received: 11 January 2021; Accepted: 27 March 2021; Published online: 4 Jun 2021 

ABSTRACT 

A huge scope of lung surface disease examples can be seen in CT scan examinations. These pictures are the 

intermixed combination of different examples and henceforth it turns out to be extremely hard for Radiologists 

to separate among them and analyze the disease. One method for understanding this issue is the utilization of 

Diabetic Neural Network (DNN). DNN is utilized for design grouping and image recognition frameworks. They 

have accomplished less error on the database and the image classification utilizing DNN was shockingly quick. 

The CT Scan Images utilized in this investigation are authoritatively checked by the ensured Radiologist. The 

previous proposal discusses the identification of different levels of diabetics in a patient and continuation is 

described in this research. This proposed research work is aimed to design a classifier system for lung disease 

diagnosis of diabetic patients using Diabetic Neural Networks (DNN) when the Fundus Image of the Diabetic 

patient is given as input the affected range and desired disease of lungs for various level diabetic stages are 

detected. The classifier system described in this research is developed for the mass screening of patients related 

to the diabetic. This classifier system is developed to detect various lung diseases such as Asthma, 

pneumothorax or atelectasis, bronchitis, COPD, Lung cancer, pneumonia, etc. 

 

Keywords: Diabetic, lungs, DNN, radiologist, image recognition, fundus image, and lung diseases. 

 

I. INTRODUCTION 

Nowadays, lung disease (LD) is a regularly observed issue, which incorporates observation about 

classifications. There is likelihood that, if an individual is experiencing brevity of breath may have LD issue. 

Different types of LD have diverse strength, some of them are fleeting while huge numbers of them are 

continually repeating and irreversible. Along these lines, the precise order of LD is generally significant. 

Different strategies are material for intense determination of LD, among which imaging scans are favored all the 

more as often as possible. Computed Tomography is only pointed by point image made by PC by taking data 

from numerous X-rays of the lungs and encompassing structures.  Fig 1 represents the Normal Chest of CT 

scan. In the most recent three decades Computed Tomography output of lungs are turning out to be celebrated as 

a result of its discriminative data for various LDs. There are two phases in the computer-supported 

determination framework. The first stage relates to lung segmentation, though in the second stage, the LD 

disease classification arrangement happens.  

 
Fig 1: Normal Chest of CT scan 
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At times it is simple for PC to perceive tissue designs. It is troublesome when LD designs are increasingly 

complex. Even though it is a provoking errand to perceive interclass pattern variety planning a programmed 

framework which can group LD designs effectively by considering interclass and intra-class varieties is quite a 

testing assignment. 

 

Diabetes is a long-lasting disease and import permanent damage to the limbs and vital organs in the body, using 

DNN as a tool, will be of great help to the diagnosing physician who can enhance the detection methods and 

disease control. According to the Diabetes Research Center, it has been shown that early diagnosis of patients at 

risk can prevent 80 percent of lasting complications of types of diabetes or deferred them. 

 

There are four types of diabetes, Pre-diabetic, Gestational diabetes, type I and type II diabetes. Type I diabetes 

also named insulin-dependent and type II diabetes named relative insulin deficiency. Protracted complications 

of diabetes are mainly distributed into two categories: vascular and non-vascular complications of diabetes. 

 

Vascular complications include microvascular (eye disease, neuropathy, nephropathy) and macrovascular 

complications (coronary artery disease, peripheral vascular disease, cerebrovascular disease). Non-vascular 

complications include gastroparesis, sexual dysfunction, and skin changes, which also causes organ 

dysfunctionality. 

 

II. DIABETIC LUNG  

The careful diminishing nature in lung work has been represented in patients with diabetes over ongoing 

decades, and various reports have proposed possible pathophysiological instruments. In any case, at present, 

there are no reports of valuable obstacles to activities of step by step living ascribable to pneumonic illness in 

patients with diabetes. As necessities are, this overview is facilitated toward a portrayal of nitty-gritty lung 

affliction in diabetes, with a highlight on the rising potential of clinical consequences of such disease. 

 

More than a multi-year back, Schuyler et al. investigated lung work in 11 energetic (21–28 years old) patients 

with type 1 diabetes and age-composed regular control subjects. This excellent assessment was the first to report 

estimations of pretty much all the available preliminary of lung work, including lung flexibility, capacity to 

move carbon monoxide (CO, a surrogate for oxygen move limit), all-out thoracic gas volumes, wind stream 

obstacle, and maximal compelled spirometric pneumonic limit tests (PFTs). Lung adaptable kickback was 

decreased in these young patients with diabetes which was deciphered to contemplate the effects of diabetes 

lung adaptable proteins. This was the main proposition in the composing that the lung may be a target organ of 

diabetes. Since the flexible structure of the lung supports the intrathoracic avionics courses and keeps up their 

patency, the makers prescribed that patients with diabetes were at risk for making constant breeze stream 

hindrance. While little changes in lung adaptable power don't have direct clinical repercussions, coming about 

the progress of endless breeze stream square could cause enormous debilitation on account of mechanical 

contamination of the lungs and flying courses.   

 

Schernthaner et al. couldn't assert the revelations of Schuyler et al. in patients with type 1 diabetes. In any case 

Sandler et al. discovered reduced lung flexibility. Additionally, they found reduced CO move limit with 

lessened aspiratory slender blood volume in 40 patients (15–60 years of age) with insulin-subordinate diabetes 

differentiated and age-facilitated control subjects, each profound established non-smoker. Lung CO move limit 

is impacted by the trustworthiness of lung fine endothelium and, along these lines, the revelations of Sandler et 

al. focused thought on aspiratory vascular changes. The possibility of the lung as a target organ for diabetic 

microangiopathy got continuing with thought. Reports of lung work tests in patients with diabetes all through 

the accompanying 15 years have focused, all things considered, on pneumonic microangiopathy with decently 

relatively few examinations of aspiratory mechanical limit. Lung work tests relating unequivocally to 

pneumonic microangiopathy consolidate CO move limit and aspiratory fine blood volume. 

 

In patients with type 1 diabetes, decreased lung move limit as for CO has been chronicled in association with 

confirmation of other diabetic microangiopathy. Decreased CO move limit has moreover been related to the 
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inescapability and reality of retinopathy and renal microangiopathy in patients with type 2 diabetes, supporting 

the likelihood of the lung as an organ for diabetic microangiopathy. Sandler assumed that the lung should be 

seen as a target organ in diabetes, anyway saw that the chronicled physiological abnormalities were unassuming 

in degree, and clinical consequences of those disclosures were not portrayed similar to respiratory sickness 

around at that point. Resulting examinations displayed extra evidence of pneumonic microangiopathy, 

recollecting thickening for alveolar hair like and aspiratory arteriolar dividers in human after death examinations 

of patients with diabetes and reduced lung thin blood volume in patients with type 1 diabetes.   

 

As opposed to the signature verification supporting the possibility of the lung as a target organ for diabetic 

microangiopathy, reports of lung mechanical varieties from the standard in diabetes have been less convincing. 

Tests relating to lung mechanical limit join lung adaptability (particularly interesting breathing changes in lung 

adaptability), wind current restriction, and maximal obliged spirometric PFTs. Most reports of lung mechanical 

limit have utilized spirometric PFTs, which are normally deciphered as expressive of wind current hindrance. 

Before long, regardless, PFTs are affected by a wide grouping of components: they are physically mentioning, 

maximally compelled, encouraged undertakings that are needy upon breaking down with any debilitating 

disease, developing, loss of muscle quality from any explanation, and heaviness.  

 

An early assessment exhibited lessened spirometric PFTs in patients with diabetes and this was avowed by 

Schnack et al., who moreover filed an undeniable association between spirometric PFTs and long stretch 

metabolic control. Regardless, spirometric PFTs in various examinations fail to show vital stands out between 

patients from diabetes and run of the mill control subject’s contrasts from common masses foreseen 

characteristics or a relationship with diabetes control or term of sickness. Late gigantic epidemiologic 

assessments have used the connection between clear spirometric PFTs and either complexities or term of 

diabetes to choose quantifiable massiveness ensuing to controlling for stature, sex, age, BMI, and cigarette 

smoking. Davis et al. found decreased spirometric pneumonic limit (in assessment with conventional masses are 

foreseen characteristics) in patients with type 2 diabetes. Strength, vascular sickness, and length of diabetes 

moreover contributed on a very basic level to a decline in lung work, yet present and ex-smokers moved nearer 

clinically tremendous incessant breeze current check. Klein et al. assessed top expiratory stream (PEF) during 

brief, 1-to 2-s maximal obliged expiratory undertakings. They found no relationship of PEF with the 

development of retinopathy, the event of proliferative retinopathy, macular edema, lower limit expulsion or 

ulcers, or self-point by point cardiovascular illness in univariate examinations. Regardless, a multivariate model 

empowered alteration for the fundamental responsibilities to the model related to sex, age, and BMI and 

exhibited a relationship of PEF with a foundation set apart via cardiovascular infirmity, beat rate, glycosylated 

hemoglobin, end-orchestrate renal disease, lower farthest point evacuation/ulcer, and coming about 6-year 

continuance. Engstrom et al. DNN a connection between lower estimations of spirometric PFTs and the event of 

diabetes is observed in respectably matured men.  

 

Choices about aspiratory work are impacted by methodological affectability. In this way, early conflicting 

reports of CO move limit in patients with diabetes and association with other diabetic microangiopathy which 

after a short time settled by using progressively fragile procedures, including the estimation of pneumonic slim 

blood volume. 

  

III. REVIEW OF LITERATURE 

 

Talbar et. al. proposed a surface plan, considering wavelet features. Moreover, the extraordinary examination 

has been finished on the course of action of LD structures using textural information. Information from HRCT 

yield can be used to arrange the LD structures. Renuka Uppaluri et.al [3]. depicted adaptable different 

component methods, using AMFM they have demonstrated a limit of their proposed system to isolate between 

the standard and emphysematous whole lung cuts.  

 

Balamurugan et. al. [4] has proposed an ANN model for kidney disease classification. The proposed ANN 

model is utilized to classify the kidney diseases with the help of oppositional based Grasshopper Optimization 
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Algorithm. Here the optimal features are chosen using OGOA technique and the selected features fed into the 

ANN model for disease classification. 

 

The development of AMFM to isolate the normal lung from unassuming psychotic tissues has been proposed by 

Ye. Xu.et.Al [7]. Emphysema request using textural features has been introduced by Renuka Uppaluri et. Al[8]. 

Close by discriminative features, various researchers have endeavoured different classifiers to improve LD 

portrayal. In a brief time, Support vector machine (SVM) transforms into an eminent classifier because of its 

discriminative request power.  

 

Kiet T. Vo et.al [9]. has used k-nearest neighborhood (k-NN) classifier in connection with SVM, arranged by 

diffuse lung sicknesses. Furthermore, Michinobu Nagao et.al. Proposed a Histogram feature followed by Bayes 

classifier for ground glass and micronodule acknowledgment. To get progressively increasingly exact plan 

various researchers have used fake neural frameworks (DNN). In blend in with dull level spread and geometric 

models, Yoshikazu Uchiyama et.al. Used DNN for the game plan of diffuse lung contamination. 

 

IV. DATA COLLECTION 

 

The CT Lung images are effectively employed in the innovative image segmentation and classification 

technique which is obtained from the medical clinic and internet sources. The corresponding collected CT image 

dataset contains 6,150 CT Lung images. Here, 1,150 images obtained from Shree Balaji Medical College, 

Chennai, 4,500 images collected from Dr. Rela Hospital and Institute, Chennai, and the remaining images are 

acquired from publicly available sources. The dataset collected during August 2018 – November 2019. It 

contains females, males and infant. It includes a collection of images for normal Lung CT image and Lung CT 

image with multiple kinds of diseases such as Emphysema, Fibrosis, Ground glass, Micronodule. The Lung CT 

image dataset is subdivided into two distinct sets such as the Training dataset and the Testing dataset. The 

training dataset is effectively utilized to classify the Lung diseases and the testing dataset is employed to 

evaluate the performance of the novel DNN. Here, 5050 images are elegantly employed for the training purpose 

and the residual 1100 images are effectively used for the testing purpose. 

 

V. PROPOSED METHODOLOGY 

Previously, the research work discusses the types of diabetic's identification in a patient through their fundus 

image from their eye. Through that input fundus image, the classification of various levels of diabetics has been 

reported with output. In that sense, the main purpose of this work is to diagnose diseases of the lungs caused by 

diabetes.  

 

VI. FEATURE EXTRACTION 

Various strategies for include extraction are utilized right from the earliest starting point of LD design 

arrangement Adaptive Multiple Feature Extraction Method (AMFM) was the underlying strategy utilized for 

highlight extraction. It incorporates the strategies, for example; first request Gray level measurements, Gray 

Level Co-occurrence Matrices (GLCM), Run Length Matrices (RLM) and fractal investigation. The gray level 

co-occurrence grid (GLCM) gives data about the spatial conveyance of gray levels. In the feature extraction   

highlights are removed from size fix utilizing gray level co-occurrence matrix, gray level run length network 

and histogram of LBP codes.  Fig 3 shows the Feature extraction. The gray level co-occurrence matrix (GLCM) 

gives data about the spatial dissemination of gray levels. 
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Fig 2:  Feature Extraction 

 

 
Fig 3: Feature Extraction Process 

GLCM networks give two-dimensional histograms of the event of sets of gray levels. A component at any area 

in GLCM indicates joint likelihood thickness of the recurrence of the event of gray tone and a predetermined 

way. Subsequently, we have assessed GLCM along with four bearings and separation. From every one of these 

GLCM, four highlights:  Mean, Standard deviation, connection, and Energy. Altogether, GLCM highlights have 

been taken out in this investigation.  

 

 

VII. PROPOSED MODEL  

To improve Computer upheld acknowledgment Lilla Boroczky et.al. Proposed a system subject to innate count 

and united it with assistance vector machine for Ground glass recognizable proof. In this work, a fix based 

technique is used for the gathering of LD structures using - textural features and two-layer feed-forward neural 

frameworks. Most by and large watched LD plans were focussed, such as Emphysema, Fibrosis, Ground Glass, 

Normal and Micronodule. It might be seen that tissue structures are having different surfaces among themselves.   

 

The proposed pre-diagnostic model consists of 4 stages: 

 Image acquisition  

 pre-processing 

 Segmentation 

 Classification 

 

INPUT FUNDUS 

IMAGE 

PATTERN AND 

LUNG CT 

IMAGES 

 

GLCM 

 

 

 

FEATURE 
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Fig 4: Algorithm of DNN detection 

 

These stages and areas are mentioned in the following subsections. 

 

Image acquisition: 

It is characterized as the activity of recovering a picture from some source. It is the initial phase in the work 

process grouping on the grounds that. No preparing is conceivable. The picture that is gained is totally natural. 

An input images (samples) each of 200 X 200 pixels in size. This database we have got from the IMBA Home 

(VIA-ELCAP Public Access). 

 

Data Pre-Processing:  

 Image pre-processing is the first and important technique involved in lung cancer detection. Pre-processing 

technique is needed to improve the detection accuracy and to eliminate some regions of CT Image such as 

background and surrounding tissues or vessels stage, Median filter is applied to remove the noise and Wiener 

filter is applied to deblur the image. Also it eliminated the noise of the image and the image is then converted to 

greyscale image in the processing stage to remove the irregularities present in the image. 

 

Segmentation 

The process of segregating the digital image into numerous parts, so as to use the information retrieved and 

identify the objects easily from the segmentation process effectively is Image Segmentation. To perform 

segmentation on an image there are different techniques including, thresholding is using S-ROI Method. The 

thresholding techniques are more perfect, simple and widely used. Different binarization methods have been 

performed to evaluate for different types of data 

  

 

Classification 
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Diabetic Neural Networks (DNN) is a predominant classifier utilized in design acknowledgment just as in 

restorative conclusion. Prepared DNN with ideal beginning weight parameters can arrange the given 

information with incredible precision. In this work, a Diabetic Neural Network is prepared with Scaled 

Conjugate Gradient Back-spread for the arrangement of LD designs. The Fundus Images are fragmented 

through SVM and afterward arranged by DNN, so patients with Diabetic's lungs are influenced. With the 

influenced range esteem their Lungs ailment can be resolved. For the most part 4 classes’ diabetic patients can 

be influenced by regular lung sicknesses, for example, Fibrosis, Emphysema, Ground Glass and Micro nodules. 

Highlights extricated from fix are given to the Input layer. The yield layer has neurons which demonstrate 

classes of LD designs. Order results are contrasted and using Neural Networks and SVM. Information given to 

include layer was standardized utilizing z-score standardization. 

 
     Fig: 5 Neural Network Structure 

 

The historical values from the input layer and output layer are saved and delivered to the hidden layer for the 

next time-step prediction. The hidden layer neuron receives the signals from the input layer and multiplies them 

with weights, and provides the summation of the product. With the nonlinear activation function𝜓, the 

multiplication and summation product 𝜃 becomes the input product 𝜆 of the output layer. The relation between 

input and hidden layer is given as: 

 

 

𝜃𝑚 = ∑ ∑ 𝑃𝑑(𝑡 − 𝑐. ∆𝑡)𝑤𝑚[𝐾𝑦𝑁𝑦 +  𝑐. 𝑁𝑝 + 𝑑] + ∑ ∑ 𝑦𝑓(𝑡 − 𝑒. ∆𝑡)𝑤𝑚[(𝑒 − 1)𝑁𝑦 +  𝑓] + 𝑏𝑚

𝑁𝑦

𝑓=1

𝐾𝑦

𝑒=0

 

𝑁𝑝

𝑑=1

𝐾𝑝−1

𝑐=0

 

m=1,......, 𝑁ℎ, 

ℷ𝑚 =  𝜓 (𝜃𝑚), 

 

where 𝐾𝑝 and 𝐾𝑦 are the numbers of time delay buffers for input parameters pd of input layer and output 

product yf of output layer, respectively; 𝑁𝑝, 𝑁ℎ 𝑎𝑛𝑑 𝑁𝑦 are the number of input parameters, hidden layer 

products, and output products, respectively; w and b are the weight and bias in the hidden layer neuron, 

respectively; 1t is the emulation time-step in the study case, 𝜓 is the nonlinear activation function (Softmax 

Function - The softmax function is also a type of sigmoid function but is handy when we are trying to handle 
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classification problems) in the hidden layer neuron. The relation between the hidden layer and output layer is 

given as:  

𝑦𝑖(𝑡) =  ∑ 𝜇𝑖𝑗  ⋋𝑗+  𝛿𝑖                   

𝑁ℎ

𝑗=1

 

  

Where 𝑦𝑖(𝑡)the output of the output layer is, µ𝑖𝑗  is the weight of the output layer, 𝜆𝑗 is the input of the output 

layer, 𝛿𝑖 is the bias of the output layer. The training scheme utilized the (DNN) method to derive the matrix. The 

training objective is to minimize the loss function, given as: 

𝑚𝑖𝑛 
1

2
 ∑ ∑ ∑(𝑦𝑏𝑎(𝑔) −  𝑦′𝑏𝑎(𝑔))2

𝑁𝑠

𝑐=1

𝑁𝑦

𝑏=1

𝑁𝑤

𝑎=1

 

where 𝑁𝑠 is the total number of transient points in a single sample waveform, 𝑁𝑤 is the total number of sample 

waveform, 𝑦𝑏𝑎(𝑡) is the DNN neural network output product while 𝑦′𝑏𝑎(𝑡) is the real test result, 𝑔 is the time 

sample index. 

 

 

VIII. RESULTS AND DISCUSSION  

In this investigation Recall, F-score and Precision and Accuracy are the performance measures which are used 

and its formulated below, 

Recall = 
𝑠𝑎𝑚𝑝𝑙𝑒𝑠 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑎𝑠 𝐶

 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 𝑜𝑓 𝑐𝑙𝑎𝑠𝑠  𝐶
 (1) 

 

Precision = 
𝑠𝑎𝑚𝑝𝑙𝑒𝑠 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑎𝑠 𝐶

 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 𝑜𝑓 𝑐𝑙𝑎𝑠𝑠  𝐶
 (2) 

F-Score = 
𝑟𝑒𝑐𝑎𝑙𝑙∗𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑟𝑒𝑐𝑎𝑙𝑙+𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
(3) 

Accuracy = 
 𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑠𝑎𝑚𝑝𝑙𝑒𝑠

 𝑡ℎ𝑒 𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 
   (4) 

 

High accuracy implies a number of accurately arranged patches which are more noteworthy than the number of 

misclassified patches. High accuracy means that in a structured framework misclassification rate is less, while 

high review implies in a planned framework, the right arrangement rate is higher. F-score standardization 

illustrates framework capacity to effectively arrange just as misclassify and inclining components exhibits 

accurately ordered patches. 

 

In any arrangement framework, there are two significant Problems:  

1) Less interclass segregation,  

2) Higher variety inside the class itself.  

 

The same is the situation with LD design grouping. Typical tissue examples and examples with sickness 

micronodule have some degree of the same difference or gray level conveyance. It shows less interclass 

segregation numbers of patches are misclassified to micronodule designs which are most elevated among a 

complete number of mischaracterized patches of typical tissue design. The same is the situation with 

emphysema and micronodule design.   

 

After the neural networks are applied, not many different calculations are used to explore different avenues 

regarding the informational data and execution performance. Here is the outcome:- 

 

Table 1 : Comparison results of classification 

 

           Method TP TN FP FN 

DNN 1000 35 35 30 
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Naïve Baye’s Classifier 930 65 50 55 

KNN Classifier 925 70 55 60 

Support vector classifier 840 110 70 80 

Decision Tree Classifier 820 130 150 130 

 

 

 

 

Table 2: Comparison of Applied Algorithm  

 

ALGORITHM ACCURACY 

 

Decision Tree Classifier 77% 

Support vector classifier 86% 

KNN Classifier 89% 

Naïve Baye’s Classifier 90% 

DNN Classifier 94% 

 

Table 3: Performance Metrics Values 

 

PERFORMANCE METRICS RESULT 

 

Training Accuracy 94.09% 

Recall 97.08% 

Precision 96.61% 

F1- Score 96.85% 

 

 

Training Accuracy = (TP+TN)/(TP+FP+FN+TN) 

Precision = TP/(TP+FP) 

Recall = TP/(TP+FN) 

F1 Score = 2*(Recall * Precision) / (Recall + Precision) 
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Fig 6: Comparison results of classification 

 

  
Fig 7: Training and Validation Accuracy History 

 

 
Fig 8:Training and Validation Loss History 

 

Once the Fundus images are segmented and classified the output CT scan of Patients Lungs is classified with 

diabetic types. The Normal chest is compared with types of diabetics and its disease types. Hence its concluded 

as Type 1 diabetics will be affected with Emphysema, Type 2 diabetics will be affected with Ground glass, Pre- 

Diabetic stage patients will be affected with Fibrosis and the Gestational Diabetic (Pregnant Patients) patients 

will be affected with Micronodule. This is depicted in the below output image at fig:9. 

 

77
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Fig 9: Sample Diseases images of the lungs scan report  

 

 
Fig 10: Output images of the lungs scan report  

VIII. CONCLUSION  

In this research work, characterized LD designs are characterized utilizing the Diabetic Neural Network. 

Likewise, the consequences of the proposed technique are contrasted using four classifiers: Decision-Tree 

Classifier, Naïve Baye's Classifier, KNN and Support vector machine. From the above correlation with various 

classifiers, Diabetic neural network gives great efficiency through its execution. In the future, results can be 

improved by utilizing advanced neural networks.  
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