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Abstract: Traffic Sign Detection and Classification play an important major role nowadays in our daily life. 

Anyway, Traffic Signs are present on roads. Even though, often the drivers do mistakes. It’s very hard to 

recognize and detect traffic signs while travelling on roads. Drivers may misinterpret traffic signs, this leads to 
Accidents and results in damage to the vehicle. To overcome this problem this project introduces a concept 

named Traffic Sign Detection and Classification with Voice Recognition. This model is built by using CNN to 

extract the images and classify the traffic signs. Here DCCNN model is built to improve overall accuracy and 
speed. Here Classification process is also tested with AlexNet, VGG16, VGG19. This system reveals output that 

recognizes the traffic signs automatically that helps to detect the street condition and alerts driver soon and this 

enables to build a smart vehicle. 
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1. Introduction  

Now a day’s various modes of Transport facilities are very important in our daily life [1].  At the same time 

safety also plays a very important role. For Safety Purpose in Roads already traffic signs are placed on roads to 

overcome accidents and to follow the traffic rules [2]. Traffic Signs guide us to be in our safety and they help 

us to travel in our vehicle in the desired path. Even though the traffic signs are present on roads, the drivers 

often do mistakes [3]. It’s very hard to detect and recognize the traffic signs while driving the vehicle. With the 

rise in a huge number of road accidents happening every year there has been needing to develop a safety 

system that helps in contributing to the pedestrian vehicle and also driver’s safety [4].  

 Traffic signs play a very important role and crucial role while driving vehicles. A traffic sign is also a part 

of road infrastructure [5]. Here is an automated system that helps us to notify and identify and can help a lot. 

This aims to recognize and detect the traffic sign much faster and enables to build of an autonomous vehicle 

[6].  

2. Background Theory 

 

The traffic signs are placed on the road with different sizes and shape some traffic signs are very blur and 

small in size, which is covered by snow and heavy rainfall. Even though it‘s in any condition, Our aim to 

detect traffic signs [7]. The traffic sign classification is a process that receives the input of the image to detect 

the traffic sign ie.., U-Turn Ahead, Speed Limit 40, Caution Signs, etc… These signs recommend drivers to get 

by giving input commands through programming the data in such to classify the traffic sign automatically in 

vehicles [8]. Traffic Sign Detection is a process that detects the traffic sign and performs the feature extraction 

process, clustering, and filtering process and then the labeling process and testing process has to be taken place 

then detected result is to be displayed on the dashboard [9]. 

The dataset consists of various formats. With respect to size, shape structure. Images preprocessing enables 

the improvement of images and reduces the distortion effect [10]. Here I also used the Gaussian effect to 

eliminate the image noise [11].  The dataset processing is to be done to ensure the data is arranged suitably to 

detect the traffic signs much faster. 

3. Challenges of  the Study 

• Can build a smart autonomous smart vehicle further to improve the safety mechanism for drivers, 

Pedestrians, and Vehicles. 

• To Implement Navigating Mechanism for drivers safety. 
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4. Objectives Of the Study 

• To implement Traffic sign Classification in order to detect the Traffic sign much faster. 

• To find Traffic Sign Detection to detect the traffic sign when traffic signal approaches near to us and 

alerts us and notifies us. 

• To find out Traffic sign Recognition in order to detect traffic signals from Real-time Webcams. 

 

5.  Methodology  

Various Methods are tested to detect which methods will perform the task much faster with more accuracy 

and to test which method is more efficient.  

5.1. CNN (Convolutional Neural Network) 

Traffic Signs are captured and detected and then pre-processed by CNN. After the Detection of traffic signs 

then Feature Extraction is taken place. In Feature Extraction, the traffic sign is classified and segmented into 

multiple pixels [12]. This feature extraction results in the extraction of multiple features of the image. Then the 

training process is carried on by input image pixels which can differentiate from each other [13]. Clustering is 

a process that segregates different objects in such a way similar objects are placed into similar groups. The 

Classification of traffic signs is filtered based upon the size and shape of the image [14]. Filtration is a process 

to detect the edge of image blur image and a shaded image is detected with the kernel sliding in the extracted 

pixel of the image [15]. Normally a Convolution Neural Network recognizes this field and learns everything by 

the basic shapes by evolving the many features in the training process. The CNN learns everything in such a 

way that this can distinguish from one sign to the other sign. This Max-pooling is a technique that decreases 

the density and to classify the respective sign. In the detection of traffic Sign Video, the Gaussian technique is 

introduced to reduce the noise. So Here the Rotating kernel filter is calculated as follows 

𝑔(𝑎, 𝑏) = ∑ ∑  𝜌(𝑑𝑥 + 𝑑𝑦)𝑓(𝑎 + 𝑑𝑥, 𝑏 + 𝑑𝑦)
𝑦
𝑎𝑎=−𝑦

𝑥
𝑎𝑏=−𝑥   ….. (1) 

Where −𝑥 < 𝑑𝑥 < 𝑥 and 𝑦 < 𝑑𝑦 < 𝑦 

Here 𝑔 (𝑎, 𝑏) is a filtering image  𝜌 is filter Kernel. By this Equation kernel level of the filter is calculated 

as above. 

Under CNN this model also tested with AlexNet, VGG16, VGG19 

VGG16: 

Here the input is fed to filters that use convolutional layers where filters are with tiny receptive fields of 3 X 

3 size. This uses mostly small size layers. The Very first layer is big. The next layers are mostly very small. It 

supports only a 1X1 filter. So, it takes more time to compute time more. 

VGG19: 

This VGG19 contains 16 layers of kernel 3X3 size of each pixel to cover an entire whole image. It is a 

Good Classification compared to VGG16. This contains activation function RELU that produces less 

computation. It is implemented with the modification of method VGG16. 

AlexNet: 

AlexNet can deal with big datasets and achieves high accuracy, The AlexNet is implemented to reduce 

overfitting problems. To reduce the overfitting model This is implemented with Technique Data Augmentation 

and Dropout.  

5.2. Dual Channel Convolutional Neural Network (DCCNN) 

In the DCCNN model additionally, one individual channel is present. This includes additional processing of 

the image. First, the drawbacks present in CNN are as follows. The entire images which are present on roads 

are not unique. Some will blur, shadow, snow, shaded half of the part of the image will be lost due to some 

circumstances and some images are very small on roads. This results in very low frequency and unbalanced 

data. This results in very low accuracy and very poor data insufficiency even. To overcome these issues I 

introduce DCCNN here [16]. Here in these two channels of input is taken and output is generated by one 

entity.  Two channels are needed to be get trained with datasets. Here the data which is inconsistent and 

inadequate gets fed with two inputs of data in different channels. This results in an increased detection speed of 

data. Finally, the output can be traced with the help of the final entity. 
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The main Contributions of DCCNN is as follows: 

1. This involves two channels that solve issues of complicated tracing of the image, Poor resolution of 

images, etc. 

2. This involves two Convolutional Neural Networks; quantities are adjusted automatically between the 

two different channels until the desired is satisfactory. By this model, inadequate training problem can 

easily overcome and it can trace very fast compared to CNN. 

3. Here the decision is taken by using two channels, the outputs of two channels are fed to the fusion 

point, and then the decision can be taken at the classification stage.   

 

Here DCCNN Leaning Mechanism is mentioned as follows as shown in Fig 1. 

 

Figure.1: Proposed Learning DCCNN Algorithm 

The DCCNN is implemented as follows; it consists of two channels of two networks. Each channel is 

implemented by its features. Here every channel is implemented by its own 4 fully connected layers. 

Here Layers in  DCCNN is get trained and implemented as follows: 

• Input Layer: 30 x30 input Number of filters are 48  

• Hidden Layers 

─ Channel 1:Fork11, 

─ Channel 2:Fork12, Both Channels performs convolutional on input. 

─ Merge: This layer combines the output of channel1 and channel2.  

─ Flatten: It converts its input to a one-dimensional array 

• Output Layer: Dense Layer uses SoftMax activation function, the shape of output is equal to several classes 

43. 

Here Dropout is implemented in 50% in the model with fully connected layers of output nodes is 20. By 

considering Activation SoftMax function is present. This enables the convergence function to maintain stability 

in all activations.  

This dataset consists of low unbalanced data, normalized samples. The unbalanced trained data gets processed 

separately with the help of dual channels. Here I train every image of every class will be in a cycle until the 

image will match its suitable respective labels. Here the images are very huge in number. Every Image is 

segregated to its respective class associated with it. In the Classification process, the dataset consists of various 

classes of images it consists of 43 classes and each class has up to 400 images overall 8600 images are present 

in dataset. The dataset of Traffic signs is shown here is as follows in Fig 2. 



A Deep Convolutional Neural Network for Traffic Sign Classification and Detection with Voice Recognition 

____________________________________________________________________________________________________________ 

__________________________________________________________________________________ 

5525 

 

Figure.1: Dataset of traffic signs 

 

6. Traffic Sign Classification 

Traffic Sign Classification is a process that takes place to detect the traffic sign with the help of an image only.  

The flow diagram of Traffic sign Classification is shown as follows in Fig 3. 

 

Figure. 2: Flow Diagram of Traffic Sign Classification 

The above diagram indicates the proposed model of the Traffic Sign Classification System.  

The Procedure of this work is implemented as follows: 

• Traffic signs will be in different sizes and shapes. Resizing has to take place to achieve fast detection of 

traffic signs.  

• In this process, the image is captured through the network. Identification of images is taken place with the 

help of Object Detection API.  

•  The pre-processing includes tracing the path of the traffic sign and assigning the labels for it. The traffic Sign 

classes are arranged in the form of an array with the help of its respective data associated with it to retrieve 

the data easily. This paper also implements a loop to trace the data until the data associated with the 

respective image is traced. 

• Now building the model has been taken place to train by using an Algorithm. Then training and testing 

process is carried for the training model.  

• After the training and testing process is carried on then we can check its accuracy and confusion matrix then 

test with the desired image so the resultant traffic sign information is obtained. 
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7. Traffic Sign Detection 

Traffic Sign detection is the detection of traffic signs that takes place within the autonomous smart vehicle 

itself. The detection of traffic sign is taken place as follows as shown in Fig 4. 

 

Figure. 3: Flow Diagram of Traffic Sign detection 

The smart vehicle can be equipped with the software. The above diagram indicates the proposed work of the 

Traffic sign detection system. 

The procedure of this work is implemented as follows: 

• First, we take a sample video  as an input here,  then the first detection of traffic sign in a video is taken place 

with the help of  object detection Even though it’s in any shape and size no matter it detects and this fed to 

Again traffic sign classification Process 

• The detect traffic sign is fed to the Feature Engineering Process that divides the whole image into a huge 

number of pixels and then extracts the Features and then clustering and Filtration operation process is also 

performed. 

• By the above process, the Image is then extracted and detected and then the image is compared with the 

testing process which is performed in the traffic sign Classification.   

• The label map is done to check with the testing feature to verify the predicted result is correct and after 

verification, this displays the result. 

• The Traffic Sign Detection Process is performed with the help of a dataset that gets trained and tested by the 

CNN in the Traffic sign Classification Process.     

        

8. Experimentation Results: 

The Experiment is done with help of a flask that makes use of even HTML CSS JS along with python etc.  

The Traffic Sign Classification is proved as best in automatically recognizing the traffic signs and helps in very 

fast detection of traffic signs. The interface of his project of traffic sign classification is shown as follows in 

Fig 5.   

                                                      

Figure. 4: Result of Traffic Sign Classification (on left) Input Image (on right) Predicted Traffic sign Image. 
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The above diagrams indicate the output of Traffic Sign Classification. First Fig 5(on left) indicates the input 

of the image and another one when I upload traffic this shows the desired output of an image. Traffic Sign 

Classification is very necessary to identify traffic signs much faster even though the traffic sign is in any size or 

shape. Even though the traffic sign is a blur and faded then also with this we can detect it very easily as shown 

in Fig 5(on right). Traffic sign detection is very necessary to take place detection automatically when we are in 

travelling in a vehicle. This helps to detect the traffic signal before the traffic sign is arrived.  This alerts the 

when the person is in sleepy mode. This also guides the way of road automatically. The following fig of traffic 

sign detection is shown in Fig 6 as follows. Fig 6(on left) indicates here the input video frame without detection 

of any traffic sign signal. In Figure 6(on right) The detection of Traffic sign detection has been taken place. 

    

Figure. 5: Result of Traffic Sign Detection (on left) Input video (on right) Traffic Sign detection 

 

Here the output of Traffic sign Classification and Detection is fed to the input of GTTS library in python is 

used to implement the same result with speech. The Traffic Sign is Recognition is performed from a Real-time 

Webcam camera with voice software i.e., My Groovy music. This involves the same training method as Traffic 

sign detection but the procedure is followed with OpenCV python. The Traffic Sign Recognition is performed 

as follows as shown in Fig 7. 

 

Figure. 6: Traffic Sign Recognition 

9. Comparative Results  

     Here the Model is implemented with VGG16, VGG19, AlexNet. The performance of various algorithms is 

implemented as follows: 

The VGG16 is implemented for the traffic sign classification of images. VGG16 holds 82.77% Accuracy, 

but this is used to handle a huge amount of datasets. Here the VGG 19 is implemented the Results are 

somewhat better compared to VGG16. VGG19 holds an accuracy of 88.39%. Here also input images of the 

dataset are fed to VGG19. To improve this model I use DCCNN (Dual Channel Convolutional Neural 

Network). Here the DCCNN achieves high accuracy compared to the Normal CNN method. The DCCNN 
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contains two CNN Channels this so here with the help of DCCNN anyway gains high accuracy compared to 

CNN.  

Table 1. Overall Performance of Algorithms 

S.No Methods Accuracy Performance 

1 AlexNet 66.53% Poor 

2 VGG16 82.77% Good 

3 VGG19 88.39% Better 

4 DCCNN 94.15% Very Fast 

 

The accuracy gained by the DCCNN algorithm for this proposed model is 94.15%. So the accuracy is 

gained by DCCNN is finally 6% higher than the CNN. During the training process, the images which are 

present with unbalanced data are fed to the DCCNN in order add setup a high training frequency of images and 

to improve training speed and accuracy. So Here Confusion Matrix for the final DCCNN Algorithm is as 

shown in Fig 8. 

Figure.8:  Confusion Matrix of DCCNN 

 

10. Conclusion 

The Proposed system is an effective method for performing the traffic sign Classification and detection system. 

Even though the traffic sign is any condition, whether it is to blur small, or it is small size or improper display, 

This mechanism helps to detect traffic signs much faster and alerts us.  Among all the above algorithms, the 

DCCNN is only the best technique that can detect the traffic Sign much faster with better accuracy. This project 

is well suits for quotation “one-stop solution to all traffic issues”. Traffic sign detection and classification are 

very important to have the safety to drivers pedestrians and vehicles. These results can guide the way present 

on-road and provides information related to roads and improves safety mechanisms. With help of this 

Mechanism in the future, we can build a smart autonomous vehicle. 
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