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Abstract

The Study Proposes A Novel Method For Stock Market Index Prediction And Analysis Based On Kernel Linkage Sup-
port Vector Regression (Klsvr). The Method Pre-Processes The Data To Transform It Into Information With Which The
Decision System Can Work. A Regression Model Was Built For The Nasdaq Dataset Using Support Vector Machines
(Svm) On The Training Data And Testing The Model For Goodness Of Fit. The Regression Types Selected For Running
The R Code Was Svm Eps-Regression, Svm Nu-Regression, Bound Constraint Svm Eps-Regression. The Training And
Testing Were Done With 70-30 Combination. The Experimental Result Validates The Model Proposed Using Minimum
Error Analysis Performance Measures.

Keywords: Kernel Linkage Support Vector Regression, R, Error Analysis, Decision System, Stock Prediction

1 Materials And Methods

The Proposed Study Deals With The Concept Of Support Vector Machines Exclusively For Regression Purpose For An-
alyzing The Stock Trend. Here The Response Variable Is A Quantitative Variable. The Objective Of The Research Work
Is To Do A Numerical Prediction For Nasdaq Stocks. The Attributes That Are Taken For Stock Prediction Are Open,
High, Low, Close Value, Adjacent Close And VVolume. Regression Is Done Using The Support Vector Machine. Support
Vectors Showcase The Relationship Between The Attributes ‘X’ And The Response Variables ‘Y’. The Model Which Is
Built Can Be Utilized For Future Analysis And Prediction. The Regression Models Used In Our Experimental Study In-
cludes, Svm Eps-Regression, Svm Nu-Regression, Bound Constraint Svm Eps-Regression. Svm Eps-Regression, Svm
Nu-Regression Are Executed Using E1071 Package In R And Bound Constraint Svm Eps-Regression Are Executed Us-
ing Kernlab Packages In R. Svym And Ksvm Functions Are Used For Classification. We Have Built A Regression Model
For The Nasdaq Dataset Using Support Vector Machines On The Training Data And Testing The Model For Goodness
Of Fit. Following Are The Steps For Svm Eps-Regression, Svm Nu-Regression, Bound Constraint Svm Eps-Regression
In R Environment.

Step 1: Load E1071 Package In R With The Svm Function

Step 2: Input The Dataset With The Required Attributes And Inspect The Preliminaries
For The Content Of The Dataset

Step 3: The Split Up For The Proposed Experimental Study Is Taken As 70 Percent For
Training And 30 Percent For Testing.

Step 4: The Support Vector Machine Is Estimated Using Kernels With Parameter VValues
Being Set.

Step 5: The Nasdag Stock Index Dataset Is Taken From January 2015 To June 2020
For Prediction And Analysis.

Here We Would Like To Model The Close Value Of The Nasdaq Dataset As The Response Variable. We Are Trying
To Check Whether There Is Any Relationship Between The Attributes And The Response Variable. Here, We Are
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Trying To Use Support Vector Machine For This Regression Concept. Check The Dataset For Abnormalities. Support
Vector Machine Is Used To Carry Out General Regression And Classification With Type Epsilon And Nu. Here We
Have Tried To Use The Close Value As Such. Then After Transformation The Transformed Close Value Was Used As
Response Variable For The Experimental Setup. Results Are Tabulated And Analyzed.

2 Experimental Result And Discussion Of Svm Eps-Regression, Svm Nu-Regression, Bound
Constraint Svm Eps-Regression.

The Proposed Methodology And Experimentation Have Been Simulated In R Environment. The Dimension Of
The Stock Taken For The Experimental Study Is 1381 Rows And 7 Columns. The Data In The Rows Are Taken
From Jan 2015 To June 2020. The Attributes For The Columns Are Chosen As Open Value, Close Value, High
Value, Low Value, Adjacent Close Value And Volume. The Results Are Tabulated. The Summary Of The
Experimental Study Is Given Below:

The First 6 Rows Generated From The Data Population Using R Is Given In Table 1

Table 1. First 6 Rows Generated From The Data Population Using R Environment

S. Open High Low Close- Adjacent Volume

No. value Close

1. 4760.24 | 4777.01 | 4698.11 | 4726.81 4726.81 1435150000
2. 4700.34 | 4702.77 | 4641.46 | 4652.57 4652.57 1794470000
3. 4666.85 | 4667.33 | 4567.59 | 4592.74 4592.74 2167320000
4. 4626.84 | 4652.72 | 4613.90 | 4650.47 4650.47 1957950000
5. 4689.54 | 4741.38 | 4688.02 | 4736.19 4736.19 2105450000
6. 474447 | 4744.71 | 4681.24 | 4704.07 4704.07 1715830000

Table 2 Gives The Minimum, 1% Quartile, Median, Mean, 3™ Quartile, Maximum For The Attributes Of Nasdag Consid-
ered In The Experiment.

Table 2. The Minimum, 1% Quartile, Median, Mean, 3" Quartile, Maximum For The Attributes Of Nasdaq

Open | High Low | Closevalue | Adjacent Volume
Close
Minimum 4219 | 4293 4210 | 4267 4267 1.494e+08
1%t Quartile | 5082 | 5106 5061 | 5089 5089 1.797e+09
Median 6460 | 6473 6428 | 6456 6456 1.998e+09
Mean 6537 | 6575 6496 | 6539 6539 2.162e+09
39 Quartile | 7740 | 7804 7699 | 7752 7752 2.266e+09
Maximum | 10131 | 10222 | 10112 | 10131 10131 7.279e+09

Support Vector Machine With Type Eps-Regression: 70 Percent Of The Data Were Taken For Training. Details Of The
Parameters Are Given Below In Table 3.

Table 3. Support Vector Machine With Type Eps-Regression

S. | Svm- | Cos | Gamm | Ep- | Num | Total Square | Cros | Correla-
Ker- |t a si- | ber Mean dCor- |s tion Co-
0. | nel lon | Of Squared | rela- Vali- | efficient

Sup- | Errors tion da-

port Coeffi- | tion

cient Fold
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Vec-
tors
1. | Lin- 1 0.1666 | 0.1 |5 4251.91 | 0.9996 | 967 | 0.99974
ear 7 4 484 06
2. | Poly- |1 0.1666 | 0.1 | 826 | 483504. | 0.7844 | 967 | 0.80216
no- 7 3 045 7
mial
of
De-
gree 3
3. | Ra- 1 0.1666 | 0.1 | 31 677457 | 0.9967 | 967 | 0.99571
dial 7 1 882 15
4. | Sig- 1 0.1666 | 0.1 | 966 | 147918 | 0.1207 | 967 | 0.16435
moid 7 3588 931 45

Research Article

Support Vector Machine With Type Nu-Regression: 70 Percent Of The Data Were Taken For Training. Details Of The
Parameters Are Given Below In Table 4.

Table 4. Support Vector Machine With Type Nu-Regression

S. | Svm- | Cos | Gamm | Nu | Num | Total Square | Cros | Correla-
N | Ker- |t a ber Mean dCor- |s tion Co-
0. | nel of Squared | rela- Vali- | efficient
Sup- | Errors tion da-
port Coeffi- | tion
Vec- cient Fold
tors
1. | Lin- 1 0.1666 | 0.5 | 65 0.01733 | 1 967 |1
ear 7 343
2. | Poly- |1 0.1666 | 0.5 | 490 | 443125. | 0.7917 | 967 | 0.80069
no- 7 9 84 16
mial
Of
De-
gree 3
3. | Ra- 1 0.1666 | 0.5 | 547 | 1298.88 | 0.9993 | 967 | 0.99880
dial 7 769 68
4. | Sig- 1 0.1666 | 0.5 | 485 | 894357 | 0.0996 | 967 | 0.14503
moid 7 688 714 02

Support Vector Machine With Type Eps-Bsvr Regression: 70 Percent Of The Data Were Taken For Training. Details Of

The Parameters Are Given Below In Table 5.

Table 5. Support Vector Machine With Type Eps-Bsvr Regression

SN
0.

Svm-
Kernel

Hy-
perpa-
rame-
ters

Objec-
tive
Func-
tion
Value

Training
Error

Cross | Number
Vali- | Of Sup-
dation | port

Error Vectors

Correlation
Coefficient
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1. Linear - -0.1621 | 0.00092 1933. |4 0.9997284
197
2. Polyno- | De- -0.1622 | 0.001333 2469. |4 0.9997237
mial gree=1, 6
Scale=1
, Off-
set=1
3. Gauss- Sigma= | - 0.003436 25772 | 80 0.9850214
jan Ra- | 1.2164 | 19.9282 .64
dial Ba-
sis
4, Hyper- | Scale=1 | - 6517.3180 | 10760 | 964 0.00617843
bolic , Off- 25359.0 | 11 92145
Tangent | set=1 1 6
5. Laplace | Sigma= | - 0.004399 25451 | 129 0.9880375
1.2570 | 16.5516 49
6. Bessel Sigma= | -9.4018 | 0.002034 6935. | 39 0.9968213
1, Or- 601
der=1,
De-
gree=1
7. Anova Sigma= | -0.8776 | 0.001956 4435. | 18 0.9979209
Rbf 1, De- 781
gree=1

After Data Transformation, The First 6 Rows Generated From The Data Population Using R Is Given In Table 6.

Table 6. The First 6 Rows Generated From The Data Population After Transformation Using R

S. Open High Low Close- Adjacent | Volume
No. value Close
1. -59.90039 - - - - 359320000
74.239746 | 56.649902 | 74.24023 | 74.24023
2. -33.48975 - - - - 372850000
35.439942 | 73.870117 | 59.82959 | 59.82959
3. -40.01025 - 46.310058 | 57.72998 | 57.72998 | -
14.609863 209370000
4. 62.70020 88.659668 | 74.120118 | 85.71973 | 85.71973 | 147500000
5. 54.93018 | 3.330078 - - - -
6.779786 | 32.12012 | 32.12012 | 389620000
6. -30.40039 - - - - 146130000
28.899902 | 30.590332 | 39.35986 | 39.35986

Table 7 Gives The Minimum, 1% Quartile, Median, Mean, 3™ Quartile, Maximum For The Attributes After Transfor-
mation Of Nasdag Considered In The Experiment.

Table 7. The Minimum, 15t Quartile, Median, Mean, 3™ Quartile, Maximum For The Attributes After Transformation Of

Nasdaq
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Open High Low Close- Adjacent | Volume
value Close

Mini- - - - -970.290 | -970.290 | -3.641e+09
mum 737.670 | 469.030 | 656.280
1%t Quar- | -27.592 | -20.948 | -26.155 | -24.383 -24.383 -1.409e+08
tile
Median 8.065 6.925 9.055 6.205 6.205 -1.385e+06
Mean 3.793 3.785 3.660 | 3.645 3.645 4.235e+06
39 Quar- | 41.160 | 33.420 | 37.833 | 42.920 42.920 1.522e+08
tile
Maxi- 522.880 | 433.430 | 538.440 | 673.080 673.080 4.910e+09
mum

Support Vector Machine With Type Eps-Regression After Transformation: 70 Percent Of The Data Were Taken For

Training. Details Of The Parameters Are Given Below In Table 8.

Table 8. Support Vector Machine With Type Eps-Regression After Transformation

S. | Svm- | Cos | Gamm | Ep- | Num | Total Square | Cros | Correla-
N | Ker- |t a si- | ber Mean dCor- |s tion Co-
0. | nel lon | Of Squared | rela- Vali- | efficient
Sup- | Errors tion da-
port Coeffi- | tion
Vec- cient Fold
tors
1. | Lin- 1 0.1666 | 0.1 |7 20.1606 | 0.9995 | 966 | 0.99951
ear 7 4 733 56
2. | Poly- |1 0.1666 | 0.1 | 635 | 20943.6 | 0.2517 | 966 | 0.48350
no- 7 9 048 53
mial
Of
De-
gree 3
3. | Ra- 1 0.1666 | 0.1 | 128 | 3282.90 | 0.6181 | 966 | 0.63171
dial 7 7 392 06
4. | Sig- 1 0.1666 | 0.1 | 959 | 980902 | 0.4325 | 966 | 0.35372
moid 7 6 787 89

Support Vector Machine With Type Nu-Regression After Transformation: 70 Percent Of The Data Were Taken For

Training. Details Of The Parameters Are Given Below In Table 9.

Table 9. Support Vector Machine With Type Nu-Regression After Transformation

S.

Svm-
Ker-
nel

Cos
t

Gamm
a

Nu

Num
ber
of
Sup-
port
Vec-
tors

Total
Mean
Squared
Errors

Square | Cros

dCor- |s
rela- Vali-
tion da-
Coeffi- | tion

cient Fold

Correla-
tion Co-
efficient
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1. | Lin- 1 0.1666 | 0.5 | 20 432695 | 1 %6 |1
ear 7 7e-05

2. | Poly- |1 0.1666 | 0.5 | 509 | 17190.0 | 0.2921 | 966 | 0.52831
no- 7 2 98 13
mial
of
De-
gree 3

3. | Ra- 1 0.1666 | 0.5 | 618 | 3203.34 | 0.6300 | 966 | 0.64378
dial 7 9 255 96

4. | Sig- 1 0.1666 | 0.5 | 486 | 520832 | 0.3423 | 966 | 0.27027
moid 7 4 065 22
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Support Vector Machine With Type Eps-Bsvr Regression After Transformation: 70 Percent Of The Data Were Taken
For Training. Details Of The Parameters Are Given Below In Table 10.

Table 10. Support Vector Machine With Type Eps-Bsvr Regression After Transformation

S.N | Svm- Hy- Objec- | Training Cross | Num- Correlation
0. Kernel | perpa- | tive Error Vali- | ber Of | Coefficient
rame- Func- da- Sup-
ters tion tion port

Value Error | Vec-
tors
1. Linear | - - 0.00092 1933. | 4 1.038138e-
0.1621 197 05
2. Polyno- | De- - 0.001333 | 2469. | 4 1.038138e-
mial gree= 0.1622 6 05
1,
Scale=
1, Off-
set=1
3. Gauss- | Sigma | - 0.003436 | 2577 | 80 2.896446e-
jan Ra- | =1.216 | 19.928 2.64 05
dial Ba- | 4 2
sis
4. Hyper- | Scale= | - 6517.3180 | 1076 | 964 0.0002884
bolic 1, Off- | 25359. | 11 0921 587
Tan- set=1 01 456
gent
5. Laplace | Sigma | - 0.004399 | 2545 | 129 2.520923e-
=1.257 | 16.551 1.49 05
0 6
6. Bessel | Sigma | - 0.002034 | 6935. | 39 2.29781e-
=1, Or- | 9.4018 601 05
der=1,
De-
gree=1
7. Anova | Sigma | - 0.001956 | 4435. | 18 7.475226e-
Rbf =1, 0.8776 781 06
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De-
gree=1

Figure 1 Gives The Support Vector Machine With Type Eps-Regression And Kernel Linear, Polynomial, Radial, Sig-
moidal Before And After Data Transformation
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Fig. 1. Support Vector Machine With Type Eps-Regression And Kernel Linear, Polynomial, Radial, Sigmoidal Before
And After Data Transformation

Figure 2 Gives The Support Vector Machine With Type Nu-Regression And Kernel Linear, Polynomial, Radial, Sig-
moidal Before And After Data Transformation
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Fig. 2. Support Vector Machine With Type Nu-Regression And Kernel Linear, Polynomial, Radial, Sigmoidal Before
And After Data Transformation

Figure 3 Gives The Support Vector Machine With Type Eps-Bsvr Regression And Kernel Linear, Polynomial, Gaussian
Radial Basis, Hyperbolic Tangent, Laplace, Bessel, Anova Rbf Before And After Data Transformation
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Fig. 3. Gives The Support Vector Machine With Type Eps-Bsvr Regression And Kernel Linear, Polynomial, Gaussian
Radial Basis, Hyperbolic Tangent, Laplace, Bessel, Anova Rbf Before And After Data Transformation

3

Conclusion

For The Experimental Data Setup, It Is Found That The Correlation Coefficient Gives The Best When The Data Were
Taken And Transformed Using The Kernel, Proceeded By Training And Testing. When The Data Were Processed By
Taking The One-Day Difference In Close Value The Correlation Results Obtained Had The Best Goodness Of Fit. The
Methodology Can Be Fine-Tuned By Optimizing The Parameters Using Other Optimization Techniques In Future For
Better Accuracy In Prediction And Analysis.
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