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Abstract 

 Generally most of the requirements are expressed in Natural Language. Walkthroughs, reviews and inspections are the 
methods currently used in the industries to identify ambiguities, inconsistencies. We have difficulties identifying 
ambiguities and have the tendency to overlook inconsistencies in large Natural Language requirements. A reviewer may 
ignore some errors while going through the requirements because he might assume that the first interpretation of the 
software requirements document that understood by him is the intended interpretation, unaware of the other possible 
understanding. He unconsciously disambiguates an ambiguous requirement. Currently most of the automation tools are in 
the nasal stage. Options are open for research as to how to reduce ambiguities in software requirements. The proposed 
method is to identify the number of ambiguities in software requirements during software analysis using Machine Learning, 
which in turn reduces errors and leads to a better product. It also helps to ease the job of the software analysts. 
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I. Introduction 

 

Software have become a part of day to day life. The errors in the software lead to low quality software. To develop high 

quality software, the ambiguities in the software must be removed. The basic step is to start the removal of ambiguities in 

starting phase of  software development. Removal of errors in the requirements analysis phase will reduce the propagation 

of errors to the later stages of the software development. These errors can be reduced by using various methods[14]. 

Unfortunately most of the methods are time consuming. 

If there are ambiguities in the requirements, it leads to misinterpretation of the requirements and hence leads to low 

quality software products. Sometimes it may also lead to wrong products. Such requirements cause wrong design and 

wrong implementation of the product [2].  To develop high quality software these ambiguities must be reduced or removed. 

The software must satisfy the quality attributes [15]. 

 

2. Problem Statement 

The software requirements are the ones which determine the software that should be developed. Software requirements 

analysis is the initial step in the software production. Requirements are collected from the stakeholders of the product; 

therefore, they are in natural language format. There are different methods for reviewing the contents of the software 

requirement. Most of these methods are manual[16]. Very few methods are automated but are in nasal state.  

Lot of research must be done to reduce ambiguities in software requirements [12]. The motivation is to have high quality 

software in lesser time by having high quality software requirements. In this paper we have introduced a method to identify the 

ambiguities which are present in the requirements, so that the ambiguities can be removed to have good quality software 

requirements to develop the software. 

 

3. Literature Survey 

 

Understanding the software requirements plays a significant role the software development. The ambiguities in the 

software requirements need skilled Business analysts and hence they have to update their skillsets very often. [13]. 

The prototype developed by Ashima Rani [1] automatically detects different types of ambiguities. This algorithm 

detects different types of ambiguities. It is used to find the ambiguities of various types in the SRS.  

The prototype developed by M. Q. Riaz [2] refers to the preprocessing stage that consists of finding ambiguous 

requirements in the Software Requirements Specification. It removes requirements which are ambiguous and leads to more 

suitable requirements. It cannot handle sentences which are Compound and complicated phrases in the natural- language 

requirements.  

The method suggested by Mohd Hafeez Osman [3] is finds ambiguous software requirements. Text mining and 

machine learning are used to remove ambiguity. Dataset is extracted by using Text mining. The training-set, is used by 

this approach to detect ambiguities in SRS. An approach was developed by them for finding ambiguous requirements. 
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The clarification given by Ali Olow Jim’ale Sabriye [4] that the requirement is said to be ambiguous if the requirement 

has multiple interpretation. Due to this misinterpretation the developers may develop a software which is not according to 

the customer’s requirements. They have proposed approach for detecting syntax and semantic ambiguities in requirements. 

The ambiguities are detected by using Parts of Speech tagging technique. They have compared the human and system 

capabilities of detecting the syntactic ambiguity.  

The methodology suggested by T. Hovorushchenko [5] evaluates the information of the SRS and shows how much 

information is sufficient to determine the quality of the SRS information. The requirement for developing methodology 

for sufficient evaluation of the SRS quality is shown in the result.  

The approach given by R. Navarro-Almanza [7] explains that the requirements quality determines the software quality 

being developed as the Software Requirements depicts the detailed needs and expectations.  Requirements classification 

is done by using Deep Learning. Using CNN for basis, an approach was proposed by them. The results are average on 

Software Requirements. 

Analysis of quality indicators of the SRS was done by Azlin Nordin [8]. These quality factors are found in a way that 

they are good for automation. They have found quality of the requirements on the basis of sentence and also document. 

Suitable quality indicator was developed for these types. Next investigation was to find the way of documenting these 

quality indicator.  

The system proposed by A. Takoshima [10] is based on the varieties in SRS that leads to systematic inspection. The 

two phases of inspection are as follows. External inspectors do the First phase of inspection. Second phase of inspection 

is done by the project team. 

The prototype developed by Shalini Ghosh [11] called as ARSENAL with the aim of constructing a scalable, robust 

and trainable framework that bridges the gap formal tools and natural language requirements. The idea behind ARSENAL 

lies in automated generation of a model which is a formal model using requirements in the natural language format. This 

model is used for checking different types of ambiguities and also the traceability to connect implementations to 

requirements they implement. 

 

4. Implementation 

The implementation of the Software Requirements (SR) Parser shown in figure 1 consists of 

• Installation of MongoDB Local Client and establishing connection with the Client 

• Creating database and collection in MongoDB 

• Parsing available SR documents with the Python NLTK kit and storing the keywords 

• Removal of Duplicates from the database thereby having a Trained dataset (Master) using Machine Learning 

techniques 

 

Step 1:  Software requirements document is given as input to the SR Parser. 

Step 2: If the SR document is complete then it will be send for document cleansing phase where the unwanted space will 

be removed else if it is incomplete then it will be rejected. 

Step 3:  The cleansed SR document will be parsed through the SR document parser 

Step 4:  Using Machine Learning Classification algorithm which is a supervised algorithm ambiguous and unambiguous 

words are classified.  

Step 5:  Check whether the keywords match with the ambiguous keywords print the number of matching and mismatching 

words.  

Step 6:  If the keywords match the ambiguous keywords in the database then based on that modify the SR document and 

the modified SR document will be checked again for the completeness and ambiguous words which leads to 

ambiguous requirements. 

Step 7: If the ambiguous keywords are removed then we get the final SR document without ambiguous words.  

 

In this way we can get SR document without ambiguous words. 

 

The GUI developed processes the SR file and provides the list of matched entries and unmatched entries. In the 

background the engine searches for the keywords already fed to the system. These keywords indicate the quality 

parameters. 
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Figure 1. Flowchart of the developed prototype for identifying ambiguities in software requirements. 

 

Figure 1 depicts the flowchart of the developed prototype for identifying ambiguities in Software Requirements 

(SR).  

 

 

5. Result and Discussion 

 

The Software Requirements(SR) document consists of the different varieties of requirements. They are functional-, 

nonfunctional-, user- and system- requirements. Therefore this document must be of high quality to produce high quality 

software. A quality SR document exhibits the following characteristics: Unambiguous, Complete, Correct, 

Understandable, Verifiable, Consistent, Traceable and Modifiable. Some of the screenshots are shown in the following. 
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Figure 2 : SRS Document Parser 

 

The User Interface of the SR Document Parser is as shown in figure 2. The screen has options to choose the file 

(SR doc) and check the options like matched and unmatched entries. The selection the SR document file is depicted in 

figure 3. 

 

 
 

Figure 3 : Selection of SR document 

 

The parsing process searches for the keywords and extracts the matched and unmatched entries. In the proposed 

work, the document is fed to the developed prototype. The parser in the document checks for the keywords in the document 

that match with the keywords mentioned in the database. The keywords in the data base are selected keywords which 

indicate the quality of the document. The keywords available in the data base used for comparison are compared with that 

of the keywords available in the SR document. 
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It is observed from the results that following points can be achieved by using the prototype developed. 

• Identification of the ambiguities is easier. 

• Ambiguous requirements will be efficiently segregated from the other requirements. 

• The quality of SR can be ensured and requirements defects will not be propagated to next stages of software 

development. 

 

6. Conclusion 

 

The current scenario is such that we are largely depended on software in our day-to-day life. Hence many types of 

software especially the complicated software products are being developed to fulfill the customers. The requirements 

analyst must make sure that the software requirements are of high quality and the propagation of errors to the next phase 

of software development is negligible. The requirements analysis stage errors will be propagated to the later stages of the 

product development which leads to an inefficient and unreliable product. From the literature survey it is clear that Data 

mining techniques are rarely used for minimizing ambiguities in requirement analysis. Hence, the developed method helps 

to identify ambiguities in the requirements during the software requirements analysis so that unambiguous and stakeholder 

agreeable requirements are obtained in minimum time which leads to a better software product. 
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