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Abstract: Imbalanced exploitation in Metaheuristic Artificial Fish Swarm Algorithm (AFSA) inhibits it from producing good 
optimization performance. Therefore, this paper presents the proposal of a simple, yet improved AFSA variant for 

optimization, inspired by combining it with the Whale Optimization (WOA) algorithm. Originally, the standard AFSA 

algorithm imitates the hunting behavior of fish swarm, while the standard WOA algorithm imitates the whale hunting behavior 
in a natural environment. In this work, the spiral updating position technique of WOA is incorporated into the swarming and 
following behaviors of AFSA, creating three new variant algorithms referred to as AFSA-WOA-S, AFSA-WOA-F and AFSA-
WOA-SF. The performances of the proposed variants are evaluated based on fifteen benchmark functions. The results have 
proven that the variants are able to improve the global optimization outputs compared to the standard AFSA and WOA. The 

best-performed variant among the proposed ones, is AFSA-WOA-F. 
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1. Introduction  

Optimization plays an essential role in many aspects of living, either in the industry or academic, in finding the 

best or optimal solution for a problem [1-4]. Real-world optimization problems are complex, non-linear and quite 

challenging to find the exact optimized solution. Due to the computational costs of the existing numerical 

methods, researchers must rely on metaheuristic algorithms to solve complex optimization problems. 

Metaheuristic optimization algorithms are introduced to solve the optimization problem by mimicking 

biological or physical phenomena. It is also known as a directional search algorithm towards the global best 

solution [5]. It is becoming more popular in engineering application because this algorithm is simple, easy to 

implement, can avoid the local optima and can be utilized in a wide range of problems in various disciplines[3-6].  

These algorithms are categorized into three groups; evolution-based, physic-based, and swarm-based [6,9]. 

The evolution-based method is inspired by natural evolution laws. The most common algorithms are Genetic 

Algorithm (GA) [10], Evolution Strategy (ES) [11] and Biogeography-Based Optimizer (BBO) [12]. The search 

operation begins with a randomly generated population growing by the subsequent generations. This method is to 

lead the population over the generations based on the best individuals are always combined together to form the 

generation individuals. 

On the other hand, the physic-based method imitates the physical principles in the universe. The most popular 

algorithms are Simulated Annealing (SA) [13], Gravitational Search Algorithm (GSA) [14], Black Hole (BH) 

algorithm [15] and Curved Space Optimization (CSO) [16]. Finally, the swarm-based method, also known as a 

nature-inspired method, mimic the social behavior of the groups of animals. The most popular algorithm is 

Particle Swarm Optimization (PSO), which is inspired by the social behavior of bird flocking [17]. PSO uses a 

number of particles to fly around the search space to find the best solution that represents the optimal solution. 

Meanwhile, they trace the best location along their path. Another popular algorithm is the Ant Colony 

Optimization (ACO). This algorithm was developed by Dorigo et al. [18], which inspired by the social behavior of 

ants in an ant colony. Artificial Fish Swarm Algorithm (AFSA) and Whale Optimization Algorithm (WOA) also 

categorized as a swarm-based method. 

There are two phases involved in the metaheuristic algorithm search process; exploration and exploitation [19, 

20]. In the exploration phase, the optimizer should always explore the search space globally, and the movements 

have to be randomly chosen and then followed by the exploitation phase. This phase is to investigate the found 

search space in detail. Basically, the exploitation is revisiting the region found by the exploration phase. However, 

the optimization process is stochastic in nature and it is a challenge to the metaheuristic algorithm in balancing the 

exploration and exploitation search process [21]. 

AFSA is a novel method for searching the global optimum proposed by Li et al.[22] in 2002. This algorithm 

had been formulated based on collective hunting and various social behaviors among fish swarm. It stimulated by 
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the behavior of cooperative hunting of fishes in search of fish sources as well as protecting the group from threat 

during food hunting. Artificial fish (AF) can search for the global optimum effectively and has the adaptive ability 

for search space. AF individual behavior is to hunt for the local optimum.  Hence, this algorithm has many 

advantages such as flexibility, high accuracy and high convergence speed [23]. However, artificial fish can be 

stuck into local optima when dealing with multimodal optimization problems. Since then, many modifications had 

been made by the researcher in order to enhance the optimization performance. 

In 2016, WOA had been introduced by Mirjalili et al. [6]. This algorithm is mimicking the unique hunting 

behavior of humpback whales. It stimulated hunting behavior with the best search agent or randomly search agent 

to hunt the prey and stimulate a bubble net attacking mechanism using the spiral. This spiral called spiral updating 

position and used in the exploitation phase [6].  

This paper introduces the variants algorithm that combines the Artificial Fish Swarm Algorithm (AFSA) and 

Whale Optimization Algorithm (WOA) named as AFSA-WOA variant. The main idea of this study is to integrate 

the WOA's exploitation capability with the AFSA's exploration capability to employ both strengths. Hence, this 

variant is able to enhance the optimization performance in term of the optimum value when the exploration and 

exploitation search process is balance. 

The remaining of the paper is structured as follows.  Section II illustrates the basic principle of standard AFSA 

and standard WOA algorithm. Section III outlines the proposed algorithm of variant AFSA-WOA. The simulation 

results of the proposed algorithms are presented in section IV. Finally, the last section draws the conclusion and 

future works. 

2. Literature Review 

A. Artificial Fish Swarm Algorithm (AFSA) 

Artificial fish swarm algorithm (AFSA) is one of the swarm intelligent algorithm based on fish hunting 

behavior to find the area with the most food source. The more fishes represent a certain area, it shows more food 

density. AFSA also known as a method for searching the global optimum [23].  

Like another swarm intelligence methods, the AFSA searches the possible solution based on the cooperation 

and competition amongst the fish individuals. Each artificial fish can move around in the solution space. Suppose 

the state vector of an artificial fish (AF)  swarm is  𝑋 = (𝑥1, 𝑥2…𝑥𝑛), where 𝑥1, 𝑥2…𝑥𝑛 is the position of the fish 

in the population  [24] and 𝑛 is the total number of AF population. The food concentration is determined by the 

object function 𝑌 = 𝑓(𝑋), where 𝑌 represents the fitness value of each AF at position 𝑋. Each AF has been given 

a set of perception; visual and step. Visual is the visual distance of an artificial fish individual to gather the 

information to seek a better solution as well as determine the current situation of other companions. In the other 

hand, step represents the maximum step size of an artificial fish to approach a particular target position [24]. The 

other parameters involved in AFSA are crowding factor,  

try_number and iteration number t. Figure 1 shows the pseudo-code of the standard AFSA. 

 

Fig. 1: Pseudo-code of Standard AFSA 

Three basic behaviors of AFSA involved in this work; preying, swarming and the following behavior. The 

current state and the next state of AF were named as 𝑋𝑖 and 𝑋𝑗, respectively. In contrast, 𝑌𝑖 and 𝑌𝑗 represent the 

fitness value for the current and next state. The selected state is randomly selected based on the specific value 
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visual and step. In preying behavior, if 𝑌𝑖 < 𝑌𝑗, AF will move forward a step to a new position. In contrast to 

swarming and the following behavior, the AF will move forward to a new position depends on the number of 

companions in the current neighbor of food (fitness value). In swarming behavior, the next state is, 𝑋𝑐, which is 

the center position of AF with higher fitness value, 𝑌𝑐 . Meanwhile, the next position for following, 𝑋𝑗  is the 

position with the highest food concentration and the surroundings is not very crowded, 𝑌𝑗. All the equations for 

this behavior, as stated in [6]. 

B. Whale Optimization Algorithm (WOA) 

 WOA is another swarm intelligence algorithm proposed for continuous optimization problems. It is 

mimicking the preying behavior of a special species of whales called as “Humpback Whales’. The Humpback 

Whale is recognize the position of target and catch the prey in circular way [25]. There are two mechanism used 

by whale for search their prey; location and attack. Firstly, the preys are encircled the location and then create the 

bubble-nets to attack. Hence, in optimization the exploration in search space is performed when the whale looks 

for a prey while the exploitation occurs during the attack behavior [26]. Figure 2 shows the pseudo-code of the 

standard WOA. 

 

Fig. 2: Pseudo-code of Standard WOA 

The most interesting fact about the humpback whale is their special hunting strategy. This hunting behavior is 

called ‘bubble-net feeding method’  [6, 27] and can only observed in Humpback Whale. They prefer to prey 

school of krill or small fishes near the surface. There are two approaches way to hunting the prey. The first 

approach named as Shrinking encircle mechanism. Humpback whales dive around 12m down and then start to 

create bubble in a spiral shape around the prey and swim up toward the surface. Then, they swim nearby the target 

within a shrinking circle and along a spiral-shaped path concurrently to create unique bubbles along a circle or 

“9”- shaped path [6, 27]. This is the second approach named as ‘Spiral updating position’ technique. WOA 

mimics the preying behavior to hunt the prey as well as the usage of a spiral to mimic bubble-net feeding method 

of behavior of whales. All the equations for this behavior, as stated in [28]. 

3. Methodology 

A. Proposed Algorithm  

In this work, the ‘spiral updating position’ technique [6] from the exploitation phase of WOA has been 

incorporated with the AFSA.  The idea is to fit the exploration capability in AFSA with the exploitation capability 

of WOA to utilize both algorithm’s strength. This technique is expected to enhance the optimum value of AFSA 

variant for multimodal function optimization (minimization). The incorporation of WOA is to improve the 

stability of exploration and exploitation in the algorithm. Hence, the algorithm is driven more quickly toward the 

best solution.  
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Three variants algorithms have been proposed in this work. There are AFSA-WOA-S, AFSA-WOA-F and 

AFSA-WOA-SF. The ‘spiral updating position’ technique was applied in the swarming behavior, following 

behavior and in both swarming and following behavior of standard AFSA. Figure 3 show the procedure of the 

proposed AFSA-WOA-S algorithm. 

 

Fig. 3: Procedure of the algorithm for AFSA-WOA-S 

B. Simulation and Performance Assessment 

The simulation work was performed using MATLAB 2018b on an Intel ® Core ™ i7 CPU, 2.86Ghz 8GB 

RAM. The standard AFSA and proposed SLnO are run until 500 iterations for each function. Each function is run 

ten times independently to ensure that the AF is nit trapped in a local minimum. Table 1 shows the parameter 

settings for AFSA used in the simulation. 

Table 1. Parameter setting for AFSA [29] 

Parameter     Valu

e 

Population     50 

Step Size     225 

Visual     250 

try_number     5 

Crowd factor, 

δ 

    0.75 

Dimension     30 

Fifteen benchmark functions were used in the simulation to evaluate the performance of the proposed 

algorithm. These test functions have been widely utilized in global optimization[29-30]. Table 2 shows the list of 

the benchmark function used in this work. For each test function, the value of fmin is the optimum value. An 

algorithm is considered performing good if is able to obtain the fmin optimum value. 

Table 2. Description of benchmark functions 

Function Rang

e 

f

min 

𝐹1(𝑥) =∑𝑥𝑖
2

𝐷

𝑖=1

 
 

[-

5.12, 

5.12] 

 

0 

𝐹2(𝑥) = −20𝑒𝑥𝑝

(

 −0.2√
1

𝐷
∑𝑥𝑖

2

𝐷

𝑖=1
)

 

− 𝑒𝑥𝑝(
1

𝐷
∑cos(2𝜋𝑥𝑖)

𝐷

𝑖=1

)

+ 20 + 𝑒  

 

 

 

[-32.768, 

32.768] 

 

 

 

0 

𝐹3(𝑥) =
1

4000
∑𝑥𝑖

2

𝐷

𝑖=1

−∏cos(
𝑥𝑖

√𝑖
) + 1

𝐷

𝑖=1

 
 

[-600,600] 

 

0 
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𝐹4(𝑥) =∑[𝑥𝑖
2 − 10 cos(2𝜋𝑥𝑖) + 10]

𝐷

𝑖=1

 
 

[-5.12, 

5.12] 

 

0 

𝐹5(𝑥) = ∑[100( 𝑥𝑖 + 1 − 𝑥𝑖
2)2

𝐷−1

𝑖=1

+ ( 𝑥𝑖 − 1)
2] 

 

[-2.048, 

2.048] 

 

0 

𝐹6(𝑥) =∑(106)
(
𝑖−1
𝐷−1

)   .  

𝐷

𝑖=1

𝑥𝑖
2   

 

[-100,100] 

 

0 

𝐹7(𝑥) =∑|𝑥𝑖  . sin(𝑥𝑖) + 0.1 . 𝑥𝑖|

𝐷

𝑖=1

 
 

[-100,100] 

 

0 

 

𝐹8(𝑥) =∑|𝑥𝑖|
(𝑖+1)

𝐷

𝑖=1

 
 

[-1,1] 

 

0 

𝐹9(𝑥) =∑𝑖𝑥𝑖
2

𝐷

𝑖=1

 
 

[-10,10] 

 

0 

𝐹10(𝑥) =∑(∑𝑥𝑗

𝑖

𝑗=𝑖

)

2
𝐷

𝑖=1

 

 

[-100,100] 

 

0 

𝐹11(𝑥) = 𝑠𝑖𝑛2(𝜋𝑥𝑖) +∑(𝑥𝑖 − 1)
2

𝐷

𝑖=1

[1

+ 10(𝑠𝑖𝑛(𝜋𝑥𝑖+1)
+ 1)]2 + (𝑥𝑖−1)

2

+ [1 + 𝑠𝑖𝑛2  (2𝜋𝑥𝑖)] 

 
 

[-10,10] 

 
 

0 

𝐹12(𝑥) =∑(𝑥𝑖 − 1)
2 −∑𝑥𝑖

𝐷

𝑖=1

𝐷

𝑖=1

𝑥𝑖−1 
 

[-10,10] 

 

-4930 

𝐹13(𝑥) = −𝑐𝑜𝑠

(

 2𝜋√∑𝑥𝑖
2

𝐷

𝑖=1
)

 

+ 0.1√∑𝑥𝑖
2

𝐷

𝑖=1

 

 

 

 

[-2π, 2π] 

 

 

 

0 

𝐹14(𝑥) =∑(𝑥𝑖
2 + 𝑥2𝑖+1)

0.25

𝐷

𝑖=1

{[𝑠𝑖𝑛50(𝑥𝑖
2

+ 𝑥2𝑖+1)
0.1]2 + 1} 

 

[-100,100] 

 

0 

𝐹15(𝑥) = −0.1∑𝑐𝑜𝑠

𝐷

𝑖=1

(5𝜋𝑥𝑖) +∑𝑥𝑖
2

𝐷

𝑖=1

 
 

[-1,1] 

 

-3 

       

4. Results and Discussion 

A. Result Comparison of Proposed Variants AFSA-WOA 

Table 3 shows the comparative performance of all proposed variant AFSA-WOA in term of the global 

optimum value. The results show that the AFSA-WOA-F and AFSA-WOA-SF are very competitive compared to 

AFSA-WOA-S. Based on the table, total best of global optimum value for AFSA-WOA-F and AFSA-WOA-SF 

are 13 and 12, respectively. Both variants successfully achieved the minimum global value at 0 for F1, F4, F6, F7, 

F8, F9, F10, F13, and F14.  

On the other hand, AFSA-WOA-S is the worst-performed algorithm. This variant able to achieve the optimum 

global value only for two function, F12 and F15. However, all variants reached the global minimum value of F15, 

successfully. 

Thus, the result clearly shows that WOA is not suitable to be applied in swarming behavior alone. However, 

the result improved when the WOA incorporated into swarming and following behaviors. But, the performance of 
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AFSA-WOA-SF is defeated by AFSA-WOA-F because the minimum global value for F5. Hence, the best-

proposed variant among the proposed is AFSA-WOA-F. 

Table 3. Performance comparison of global optimum values amongst the propose variants. 

Functi

on 

AFSA-

WOA-S 

AFSA -

WOA-F 

AFSA -

WOA-

SF 

Optimu

m 

Value 

 [29], 

[30] 

F1 4.542E-11 0 0 0 

F2 2.060E-06 8.882E-16 
8.882E-

16 
0 

F3 1 1 1 0 

F4 1.509E-06 0 0 0 

F5 2.147E-07 0 
2.870E+

01 
0 

F6 5.542E-05 0 0 0 

F7 2.091E-06 0 0 0 

F8 6.123E-14 0 0 0 

F9 1.917E-08 0 0 0 

F10 2.323E-02 0 0 0 

F11 6.422E-10 1.500E-32 
1.500E-

32 
0 

F12 
-

2.867E+03 

-

1.900E+0

3 

-

1.500E+

03 

-4930 

F13 4.963E-06 0 0 0 

F14 4.283E-01 0 0 0 

F15 -3 -3 -3 -3 

Total 

best 
2 13 12  

 

B. Result Comparison of the Best-Proposed Variant with Other Algorithms. 

The performance of the best-proposed variant has been compared with the standard AFSA [30] and WOA [6] 

for verification.  Table 4 show the comparative performance of the best-performed variant and standard algorithm. 

The result proved that the variant outperformed the standard AFSA and WOA for most of the function. Again, 

only AFSA-WOA-F achieved the minimum global at 0 value for F1, F4, F5, F6, F7, F8, F9, F10, F13, and F14. 

However, the performance of WOA is better result than AFSA-WOA-F in obtaining the global minimum value. 

WOA achieved global value at 0, while AFSA-WOA-F achieved global value at 1. Based on the table, most of the 

function able to reach near the minimum value for most of the function. Nevertheless, the AFSA-WOA-F proved 

that the variant able to improve the global optimization value compared to standard AFSA and WOA. 

 

 

 

 

 

 

Table 4. Comparison of global optimum achievement for the best-proposed variants of ASFA-WOA-F with 

other algorithms. 

Functi

on 

AFSA 

[4] 

WOA 

[6] 

AFSA -

WOA-F 

Optimu

m Value 

[29], [30]  
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F1 1.58E-11 
1.41E-

30 
0 0 

F2 2.50E-04 
2.79E+

01 

8.882E-

16 
0 

F3 2.49E-09 0 1 0 

F4 3.20E-10 
7.40E+

00 
0 0 

F5 5.65E-12 
2.89E-

04 
0 0 

F6 1.61E-07 - 0 0 

F7 6.41E-08 - 0 0 

F8 2.94E-14 - 0 0 

F9 3.78E-11 - 0 0 

F10 1.98E-08 - 0 0 

F11 1.39E-08 - 
1.500E-

32 
0 

F12 - - 

-

1.900E+

03 

-4930 

F13 - - 0 0 

F14 - - 0 0 

F15 - - -3 -3 

 

5. Conclusion 

Three variants of the standard AFSA algorithm have been proposed by incorporating the ‘Spiral Updating 

Position’ technique of WOA into AFSA’s behavior. The proposed variants are named as AFSA-WOA-S, AFSA-

WOA-F and AFSA-WOA-SF. The result reveal that best-proposed variant comes out to be AFSA-WOA-F, where 

the technique had been applied in following behavior. Its performance has been compared with the standard 

AFSA and WOA. The proposed variant is outstanding with successful achievement of better global optimum 

values for 10 benchmark functions. In conclusion, the global optimum value improves by incorporated the spiral 

updating position of WOA in AFSA’s following behavior. 

For future work, other types of test function will be applied such as valley-shape to evaluate the performance 

of the proposed variant. Besides, the proposed variant can be put on trial to solve real-world engineering problem 

such as electronic and power system. 
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