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Abstract:  
For data science, the potential for commercialization is significant. Recent work indicates that the philosophy of 

DevOps is a perfect way of addressing the challenges of software development. And both data science and 

software engineering from a product perspective need to provide customers with digital services. The feasibility 

of using DevOps in data science must therefore be studied. This article outlines a method for creating a framework 

for the use of DevOps methods within a data science program. I used four pipeline practices: version control, 

platform server, containerization and continuous integration and delivery. DevOps is, however, not a theory 

specifically designed for data science. This means that the DevOps methods which are currently available cannot 

solve all the problems of production data science. I have used DevOps' practice to address such a problem with a 

data science practice. I've learned and engaged in the process of transfer learning. This paper describes a 

parameter-based method to move parameters from one dataset to another. I have examined the impact of model 

transmission learning on a new dataset. The result demonstrates the adaptation of the learning process to modify 

the model without re-training from scratch when the dataset changes but is identical to the old one. This is a safe 

idea to freeze the convolutive layer if the current model is to reach the same degree of efficiency as the previous 

one. When the new model will achieve higher than the original model, the loading of weights is better choice. In 

conclude, the current methods of DevOps do not need to be restricted if we use DevOps in data science.  

Keywords: Data science, DevOps, Convolutional neural network, Transfer learning   

 

1. Introduction   

In recent years, the research field of data science has become so popular that no one can ignore it[1]. 

Data science is so hot for many reasons. First of all, the rapid development of the Internet and 

digitization have caused the world to generate massive amounts of data all the time. Such a scale of data 

creates huge business needs for data science. Moreover, the rapid development of machine learning in 

recent years has provided powerful nutrients for data science. However, with the development of data 

science, some problems exposed that had not been noticed by re- searchers before [2]. The data science 

projects are more difficult to be applied to production than traditional software engineering projects. 

The solution to similar problems in software engineering is DevOps. DevOps[22] integrates 

development and operation to work on a closed-loop pipeline. It is more difficult to maintain a data 

science model system in production compared with software systems.  

In the field of software engineering, teams responsible for different tasks collaborate to develop and 

maintain the product. The division brings a prob- lem: the natural goals of each team are different: the 

developer team pursues the timely response to customer requirements, develops new functions, but the 

priority task of the operation team is to ensure the stability of the system. Which build a "wall" between 

different teams. The methodology of DevOps is to break this "wall", integrates development and 

operation team, and makes them share the same goal that responding to customer needs in time while 

maintaining the quality of the products. This is the goal of data science too. Which means DevOps can 

be a solution to deal with the the problems of data science in production.   

However, the currently available practices are not sufficient to handle all the problems of data science 

in production [23] Because there is much difference between software engineering and data science.  
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Besides the set of DevOps practices, we need involving more practices to deal with the unique problems 

of data science in production. Transfer learning is a promising data science practice which has been 

proved[3] that is very useful to leverage a pre-trained model to fit new data.  

  

2. Background  

  

A. Data Science   

Data science is a basic theory about extracting information and knowledge from data [4]. Data science 

uses statistics, data analysis, machine learning and related methods to understand and analyze actual 

phenomena through data [5]. As Figure 1 shows that data science covers a very wide range of research, 

including data mining, data analysis, and data science. Each branch contains a large number of 

directional algorithms and theories.  

  
Figure 1 the scope of the data science  

In this era, there are many shreds of evidence that can prove that data science has a promising future. 

With the digital movement progressing, the scale of available data has grown dramatically. On one side, 

computer hardware is becoming more and more powerful, while on the other side, hardware costs are 

steadily decreasing. Coupled with the popularity of the Internet and break- through in algorithm 

research, we can conduct a more in-depth analysis of data than before [4]. 1. Conventional Neural 

Networks  

The models used in this project were generated depended on the convolutional neural network (CNN) 

theory. In order to understand the principles of CNN, the reader first needs to understand some basic 

concepts of Artificial neural networks (ANN). Because CNN theory is developed based on ANN. An 

ANN is made up of a large number of neurons and is divided into many layers. Figure 2 shows the basic 

structure of ANN. An ANN includes an input layer, some hidden layers, and an output layer. The input 

neurons construct the first layer output whatever input they are fed. But the rest of the neurons work in 

another way. The data flow of that kind of neurons is shown in Figure 3. This kind of neuron is also 

called the linear threshold unit (LTU).   
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Figure 2: Artificial neural network model example  

Inputs of an LTU are numbers, and each input connection is associated with a weight. Then a weighted 

sum of its inputs can be computed and applies a function to that sum. Then the error can be calculated 

by comparing the desired value with the output value. A simple machine learning model works like a 

single LTU, and can only understand simple linear relationship exists in the dataset. The benefit of the 

network structure used by ANN for deep learning is that the model can mine the complex relationships 

that exist in the data set. However, ANN does not perform well when faced with computer vision 

problems. For example, if we feed each pixel of an image as an input to ANN, these pixels flow through 

each layer of the network and processed by each LTU with the approach described above. Finally, a 

prediction is obtained at the output layer. The shape information of the picture is lost, and the picture 

information changes from two-dimensional data to a one-dimensional pixel sequence.  

  
Figure 3:  Neuron j Signal Flow  

2. Transfer Learning  

Transfer learning (TL) is a research problem in machine learning (ML) that focuses on storing 

knowledge gained while solving one problem and applying it to another similar task [5]. In other words, 

the basic principle of transfer learning is to reuse the models. Learning time can be reduced by freezing 

some layers in a network [6]. Yosinski and his team [3] experimented on the ability to transfer features 

from a base dataset to a target dataset. Their experiments showed that: transferring the features gained 

from a basic model to a new model can produce a boost to generalization performance. Today, transfer 

learning methods are applying in many fields, most notably in data mining, machine learning and 
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applications of machine learning and data mining [7]. This project is focused on the application of 

transfer learning on CNN.  

B. DevOps  

The DevOps philosophy emphasizes continuous collaboration between the developers and the 

operations, as well as everyone in between, such as software testers to quickly respond to customer 

requirements [26]. It looks very relevant to data science. Data scientists also facing a changing rapidly 

market.  In this case, data scientists have to dig out the volume of data as soon as possible. Which means 

the software engineering and data science has a common problem to be resolved: How to complete work 

faster while ensuring product quality. DevOps theory seems to be a very suitable choice for data 

scientists because software engineers solve this problem well by applying this theory. By extending 

DevOps theory, data scientists can also solve the problems they face in production. Some researchers 

call this kind of extension of DevOps as DataOps [8]. DataOps is not a brand-new concept and has been 

proposed for some years, but there is still no universally accepted definition. 1. Tool chain  

DevOps practices rely heavily on tools of various kinds, including tools for container management, 

continuous integration, orchestration, monitoring, deployment, and testing [9][10]:  

• Coding: creation and analysis of code, tools for handling the source code and combining code.   

• Design – resources for continuous integration, building status.   

• Testing – continuous tools for monitoring that provide quick and prompt business risks feedback.   

• Packaging – server, pre-deployment device staging.   

• Releasing – management of transition, authorisation of releases, automation of releases.   

• Setup – setup and management of the network, as tools for application infrastructure.   

• Tracking – performance control software, end-user experience.  

2. Limitations of DevOps  

We can apply some best DevOps practices to data science. Software engineering and data science have 

certain similarities when we thinking of the model as code. If the DevOps can benefit software 

engineering to face the production environment, it can benefit data science as well. The DevOps theory 

is originally design for software engineering. However, there is much difference between data science 

and software engineering. We have to treat the data science model as a component of the system when 

we talking the data science from a production perspective. Because the model cannot serve the custom 

just by itself, it must work as a function of a system. The life cycle of developing a system contains a 

data science model is showed in Figure 4. DevOps practices can cover the most part of the cycle but 

cannot cover the inner cycle: the life cycle of data science. The general process of the data science 

development model is data analysis, experiment, and modeling. In order to get a qualified model, this 

process needs to be repeated many times. This process is very different from the software development 

process. Which means we need more practices besides the practices of DevOps[25].    

  

  

  

Figure 4: Life cycle of the system and the inner cycle of data science  

  

3. Pipeline Development for System Design   

To develop a delivery pipeline for a machine learning system applying DevOps approach, I applied four 

practices of DevOps on a machine learning system, these practices are version control, model server, 

containerization, and CI/CD.  
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A. Version Control  

From a traditional software engineering perspective, version control refers to the managing of the source 

code. However, from the field of data science perspective, the version of data is also needed to be 

managing. For machine learning, an important branch of data science, version control of data is 

especially important. Because there is a common problem in the field of machine learning: historical 

models are often very difficult to reproduce. Even if the data scientist uses the same algorithms and 

datasets, it is still difficult to obtain the same performance as the model. Even for the creators of the 

model, it is very difficult to achieve the same performance. There are many reasons for this problem. 

One meaningful reason is that data versions are not well managed. Data pre-processing is an essential 

step in the pipeline of data science. To get an excellent model, data scientists often need to repeat data 

pre-processing and model training. This means that every time the data is pre-processed, a new version 

of the data is obtained. Data itself directly affects the performance of the model; it is necessary to control 

the version of the data.   

Meanwhile, it also means that we need to manage the correspondence between the version of the data 

and the version of the source code.  Another purpose of managing data version is to solve the problem 

of cloud storage of data. Enterprise data is generally stored in local data warehouses or cloud storage 

service platforms. If we directly use traditional version control tools to manage the data version, we can 

only upload the data to the traditional source code hosting service platform. In other words, the data is 

stored in both the enterprise’s own data warehouse and the source code hosting platform. In this way, 

storage resources would be wasted. Based on the above analysis, the version control of this project 

includes source code version control and data version control. At the same time, this project also 

supports for cloud storage, code and data are hosted on different cloud storage platforms. The data 

version control tool generates a metadata file of the dataset, which is managed by the traditional version 

control tool together with the source code. When the source code version is switched, the corresponding 

data is switched through the version of the metadata file.  

B. Model Server  

There are two modelling approaches in data science as shown in Figure 5. One is that the data scientist 

who manually develops the model based on his or her relevant expertise, and then analyses the data 

through the model. The analysis result is generally a report used to explain historical data, to provide 

support for business decisions. The model itself is not a product that needs to be delivered to the 

customer, the product is the result of the model-based analysis. The parameters of the model are all set 

manually by the data scientist. The establishment of this kind of modelling approach requires both the 

data scientist’s excellent programming skills and the data scientist’s in-depth experience in the field of 

the data it analyses. Another modelling approach does not require data scientists to be so versatile. The 
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task of modelling is mainly done by the data itself. The data scientist only needs to build a basic model 

according to the results of data analysis and related algorithms, and then let the model fit the data. 

Through continuous learning of the data, the performance of the model finally reaches a reasonable 

level. In this process, the parameters of the model are continuously optimized by the data according to 

the algorithm. The model obtained in this way is generally used to predict the future.   

  
Figure 5: Two modelling approaches  

This work is based on the second modelling approach. Because the model obtained in the second 

approach servers users in the production environment, and this project is focused on the operation of 

the model in production. But models produced by data scientists cannot be used directly by users. To 

use the model file directly, the users have to know how to program. We can’t force users to do anything. 

In a production environment, data scientists as part of a team need to work with system developers.   

  

  
Figure 6: The architecture of model server  

Data scientists produce models, and system developers integrate the models into the company’s systems. 

However, the language used by system developers may be different from the language used by data 
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scientists. It is not a feasible solution for data scientists to directly throw model files to system 

developers. In this project, after I got the model, I packaged it into a model service and provided a 

graphical interface so that anyone can use the model very conveniently. In conclusion, the model server 

provides easy-to-use API for end-users or software developers. It is also useful for model A/B testing: 

Swapping different models out depending on the inference. As Figure 6 shows that the model is loaded 

in a server which allows API requests and infers the model predicts.  

  

Table 1: The statistics of the datasets  

  

Purpose  Split  Label 

s  

Exampl 

es  

Basic model 

training  
Train  

Cat  4000  

Dog  4000  

Validation  Cat  1000  

Gog  1000  

  

Transfer 

learning  

Train  
Cat  4000  

Gog  4000  

Validation  Cat  1000  

Gog  1000  

Total   20000  

4. Implementation A. 

Dataset   

       The data used in this degree project consists of images of cats and dogs. Which I got from Kaggle 

related to a very famous image classification problem: Cat vs. Gog. The images of the data set look like 

Figure 7. As shown in Table1 that the dataset was split into two parts. One is used for training a basic 

convolution neural network. Another one is used to experimenting the transfer learning.   

  
Figure 7: Data examples  
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B. CNN  

Table 2: Model summary  

  

Layer  Output Size  Output 

Channel  

Kernel 

Size  

Parameters  

Convolution  150×150  16  3  448  

Max pool  75×75  16  –  0  

Convolution  75×75  32  3  4640  

Max pool  37×37  32  –  0  

Convolution  37×37  64  3  18496  

Max pool  18×18  64  –  0  

Convolution  18×18  128  3  73856  

Max pool  9×9  128  –  0  

Flatten  1  10368  –  0  

Fully connected  1  256  –  2,654,464  

Fully connected  1  512  –  131,584  

Fully connected  1  1  –  513  

Total parameters: 2,884,001     

  

To achieve the desired model to experiment transfer learning on it, I trained a convolutional neural 

network as the model of the project. Compared to the design of the model itself, this project is more 

concerned about the performance of transfer learning in model fine-tuning. Therefore, I did not choose 

those famous but complex CNN-type models. Under the premise of ensuring model performance, I 

adopted a network structure that is as simple as possible to reduce experimental interference. As shown 

in Table 2, the model includes three convolution modules and a fully connected module. Each 

convolution module contains a convolution layer and a pooling layer. The fully connected module 

consists of a flattening layer and two fully connected layers. To reduce computation during back 

propagation, all convolution layers and the first fully connected layer use the ReLU activation function. 

By using the sigmoid activation function in the last fully connected layer, the model can output class 

probabilities based on binary classification.  

After getting a basic model I performed three experiments to answer the second question. In all these 

three experiments I compared the training accuracy and validation Accuracy, and training loss and 

validation loss. The dataset used in all experiments is the transfer learning dataset.  

Experiment 1:   

To evaluate transfer learning I again used the CNN architecture described in Section IV (A). After 

applied rescaling, and resized the images of the transfer learning dataset into the required dimensions, I 

trained the network on the pre-processed images. I retrained the model from scratch but using a 

completely different dataset. According to it, the performance of the model on the training and test sets 

reached an ideal level after 50 epochs.  
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                          Table 3: The parameters of Experiment 1: Training from scratch   

Parameters  Quantity  

Total    

  

2,884,001  

Trainable  2,884,001  

Non-trainable  0  

  

  

  

Experiment 2:   

In this experiment, I first loaded the network weights that were trained in Section IV(B). Then I retrained 

the model on the new dataset. During the training process, I didn’t freeze any layer, as same as the 

approach taken in the experiment where Yosinski  got the best results. According to it, the performance 

of the model on the training and test sets reached an ideal level after 20 epochs.  

  

Table 4: The parameters of Experiment 2: training with trained weights  

Parameters  Quantity  

Total    

  

2,872,001  

Trainable  2,872,001  

Non-trainable  0  

Experiment 3:  

As same as in the previous experiment, I first loaded the network weights that were trained in Section 

IV(B). Then I retrained the model on the new dataset. However, different from the previous experiment, 

all the weights of the convolution layer were frozen. During the training process, only the weights of 

the fully connected module were retrained. According to it, the performance of the model on the training 

and test sets reached an ideal level after 20 epochs.  

  

Table 5: The parameters of Experiment 3: training with frozen convolution layers  

Parameters  Quantity  

Total    

  

2,884,001  

Trainable  2,786,561  

Non-trainable  97,440  

  

I used multiple Python libraries in this project. The Keras [11] library and TensorFlow [12] library was 

used for implementing the models and experiments on the transfer learning [13]. Matplotlib [14] was 

used to plot the graph and display images in the training and validation data..  

5. Results  

  

This chapter presents the results of each experiment. And the results are analyzed by 

comparison.  

  

A. Results of each experiment  

        Table 6: The training accuracy and loss the trained after 30 epochs between the basic model and  

 the model of Experiment 1        

Models   Epoch  Training accuracy  Training Loss  
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Training basic model  30  0.7928  0.4454  

Training model form scratch  30  0.7967  0.4328  

  

 
  

Figure 8: Training and validation accuracy and loss of Experiment 1: training from scratch  

The specific data of each experiment are shown in Table 3, Table 4 and Table 5. The left figure in Figure 

8 shows the comparison of the change process of training and validation accuracy in 50 epochs of the 

experiment that retraining the model from scratch [15]. And the right one shows the comparison of the 

change process of training and validation accuracy in 50 epochs. The results show that the model is free 

from over fitting and under fitting. As the training process progresses, the model’s performance on the 

training and validation sets remains the same. As the same as the result of the experiment that retraining 

the model from scratch, the result of the other two experiments shows that neither over fitting nor under 

fitting occurred [16]. But the result of the last two experiments only covers 20 epochs. Which is shown 

in Figure 9 and Figure 10. we can find that the change curve of the model trained from scratch is very 

similar to the change curve of the basic model. As shown in Table 6, after 30 epochs of training, the 

accuracy and loss rates of the two models are almost the same[17]. This means that if we train a model 

from scratch to fit new data, it will take almost the same time as the original model to make the new 

model achieve the same accuracy and loss as the original model.  

  

  
Figure 9: Training and validation accuracy and loss of Experiment 2: training with trained weights  
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As shown in Figure 9, which is very different from Figure 8, the change curve of the accuracy and loss 

in Experiment 2 is relatively flat in the first 20 epochs. The performance of the model is slowly 

improving. The model has a high performance after only one epoch training.  

  
Figure 10: Training and validation accuracy and loss of Experiment 3: training with frozen 

convolution layers  

As shown in Figure 10, the model of Experiment 3 also has a very high performance after only one 

epoch training. But in the following training process, the model’s performance improves very slowly.  

  

 
  Figure 11: Comparison among training accuracy and loss  
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B. Comparison of test results   

The main content of this section is the comparison of the results of three experiments. The training 

accuracy and loss for the first 20 epochs of the three experiments are plotted in Figure 11. As shown in 

Figure 11, the training results of Experiments 2 and 3 in the first 20 epochs are significantly better than 

Experiment 1. The accuracy of the model of Experiment 1 starts slowly from a very low value, while 

the models of Experiments 2 and 3 achieved a good performance After an epoch training. If the results 

of Experiment 2 and Experiment 3 are compared, we can find that the accuracy of the model of 

Experiment 3 remains basically the same and grows very slowly. However, in the model of Experiment 

2, the accuracy rate has continued to increase, and the growth rate is significantly higher than that of 

Experiment 3. This means that the method of fitting new data with the original model in experiments 2 

and 3 is significantly better than training the model from scratch.  

 The models of Experiments 2 and 3 achieved such high accuracy and such low loss after only one epoch 

training. This phenomenon seems to indicate that the model perfectly transfers the knowledge obtained 

by the model on the old data set. The data in Table 7 confirm this.  

  

Table 7: Training accuracy and loss of basic model after epoch 30 and the models of Experiment 2 and 

Experiment 3 after epoch 1  

Models  epoch  Training 

Accuracy  

Loss Training  

Training basic model  30   0.7928    0.4454  

Loading trained weights  1   0.7837    0.4603  

Freezing the convolution layers  1   0.7893    0.4438  

  

  
Figure 12: The training accuracy and loss of the Experiment 1 from epoch 41 to epoch 50 and the 

training accuracy and loss of the Experiment 2 and 3 from epoch 1 to epoch 20  
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The models in Experiments 2 and 3 transferred the knowledge of the basic model training after 30 

epochs. This means that in addition to compare the experimental results of the first 20 epochs of the 

three experiments as shown in Figure 11. We should also compare the results of epoch 41 to epoch 50 

of Experiment 1 with the first twenty epoch results of Experiments 2 and 3. This kind of comparison 

shows in Figure 12. We can see that the accuracy of Experiment 1 and Experiment 2 increased with 

basically the same trend, and the loss rate decreased with the same trend too[18]. However, the accuracy 

and loss rate of Experiment 3 was relatively unchanged. We cannot conclude that freezing the 

convolutional layer is unnecessary. Let us compare the data in Table 6 and Table 7. We can find that 

freezing the convolutional layer means that we need to train fewer parameters[19]. The more complex 

the network structure and the more convolutional layers, the more parameters that do not require 

retraining [24]. C. Analysis  

        The convolutional layer applies a specified number of convolution filters to the image. It is used 

to detect the edges’ information and patterns of the images[20]. And fully connected layers are used to 

combine the patterns and classify the image. A CNN model that performs very well means that it has 

learned enough and accurate edge information and patterns for a certain class of pictures[21]. It’s no 

necessary to make this desired model learn the knowledge it already gained when we won’t use this 

model to fit a similar image dataset if these new images have the same edge information and patterns 

as the previous ones.  6. Conclusion   

Based on the first research direction, we need to think about the team culture of Data Science, the roles 

involved in data science, and what barriers exist in each role. Furthermore, we must not only think about 

the team culture of data science but also how to integrate the data science team with the software 

engineering team. Because when applying data science in production, the data science team inevitably 

collaborates with the system development and operation teams. When studying the roles within the 

science team, the first difficulty we need to overcome is that the discipline of data science is too broad 

and the roles’ responsibility of some branches overlap to others’ to some ex- tent. Some common roles 

in data science are data engineers, data analysts, data scientists, and machine learning engineers. Among 

them, data scientists are often the "superman" in the team. The skillset they need to master covers data 

engineering, data analysis, machine learning, deep learning, environment configuration, and 

programming, etc. Data scientists even have to handle some operational tasks, because the operation 

team does not understand models as deep as the data scientist. Today, data science is rapidly evolving. 

In the result that some branches of data science are converging, and new branches are constantly 

emerging.  

So in my opinion, reforming of internal cultural of data science is difficult, and it is difficult to find out 

a solution that is effective and has long-term effects. Data science is still a very "young" field compared 

to software engineering. Unlike the latter one, which has achieved business separation after years of 

development, such as development, testing, and operation. The data science team does not achieve that. 

And there is no that apparent "wall" be- tween the roles involved in data science. Therefore, I think that 

at this stage, it is more valuable to integrate the external and internal culture of data science. In other 

words, the cultural integration of the data science team and the soft- ware engineering team. Depends 

on this idea we can think that the data science team contains only one kind of super role, the data 

scientist, then the problem is how to integrate data science, development, and operation, but not how to 

integrate the roles inside the data science team. I call it Data DevOps. Based on the previous analysis, 

we can find that the familiar "wall” appears between data scientists and operations. Data scientists and 

developers need to respond to business requirements quickly and develop new features to respond to 

rapidly changing markets and data. Meanwhile, the operation team would be worried about this kind of 

change would negatively affect the stability of the system running in production. Another new "wall" 

appears be- tween data scientists and developers. System developers need to incorporate models 

produced by data scientists into the system. Based on the consideration of business separation, we 

assume that developers do not need to know data science deeply. When a data scientist throws the model 

to a system developer, it is like the scenario that the developer throws the new features directly to the 

operation team on another side of the "wall". Just as developers don’t understand data science, the 

operations team doesn’t understand development.  
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