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Abstract: Information theory fundamentally deals with two types of theoretical models frequently well acknowledged as 

entropy and divergence.  In the literature of entropy models for the discrete probability distributions, there survive numerous 

standard models but still there is possibility that several innovative models can be constructed so as to provide their 

applications in a variety of disciplines of mathematical sciences. The present communication is a right step in this direction 

and participates with the derivation of two new parametric models of entropy. Furthermore, it provides the meticulous study 

of the most advantageous properties of the projected discrete models to prove their legitimacy. 
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1. Introduction 

The peculiarity that Shannon’s (1948) quantitative entropic model for probability spaces has incredibly 

pleasant properties and provides tremendous applications in various disciplines of mathematical sciences led 

the researchers to find its drawback that it takes into account only the probabilities associated with the events 

and not their significance or importance. However, in many realistic situations it becomes inevitable to 

acquire both the equally important aspects, that is, quantity as well as quality. Inspired by this innovative 

thought, Guiasu (1971) customized the concept and explained its detailed features. The quantitative 

expression of the mathematical model measuring uncertainty contained in probabilistic experiment due to 

Shannon (1948), also well recognized as information entropy is given by 
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Keeping in mind the negative nature of information, it was Burg (1972) who for the first time investigated 

and introduced the following entropic model: 
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Kapur (1994) introduced his parametric entropy: 
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Parkash and Kakkar (2014a, 2014b) made further study of information theoretic models and enriched the 

literature of entropy measures by proposing the subsequent parametric entropy models:  
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Parkash and Mukesh (2012, 2014) made furtherance of the above research on entropy models and proposed 

the subsequent parametric entropy models:  
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Many other authors have introduced a diversity of information theoretic models and provided their 

applications towards neural population coding, generalized rough set models, statistical estimation, 

correlations in chaotic dynamics, geometric analysis of time series etc. These researchers include Huang and 

Zhang (2019), Wang, Yue. and Deng (2019), Bulinski and Kozhevin (2019), Cincotta and Giordano (2018), 

Majumdar and Jayachandran (2018). Some other contributors conscientious for the furtherance of research in 

the area of entropy models include Sholehkerdar, Tavakoli and Liu (2020), Lenormand (2020), Du, Chen, 

Guan and Sun (2021), Bajic, Ðaji´c and Milovanovi´c (2021), Kumar et.al. (2021) etc. 

Further, it was Guiasu (1971) who twisted the subsequent entropic model well acknowledged as  

weighted entropy: 
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Moreover, Kapur (1994) convinced with certain crucial properties of the model (1.11) and wrought a family 

of proper measures of weighted entropy. Some of these measures are: 

1

1

( : ) ln
n

i i

i

H P W w p
=

= 
                                                                                                                        

 (1.12) 

2

1 1

( : ) ln (1 ) ln (1 )
n n

i i i i i i

i i

H P W w p p w p p
= =

= − − − −                                                                            (1.13) 

3

1 1

( : ) ln
n n

i i i i i

i i

H P W w p w p p
= =

= − −                                                                                                          (1.14) 

Parkash, Kumar, Mukesh and Kakkar (2019) made further study on weighted measures and consequently 

introduced the subsequent entropic models for the weighted distributions: 
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Some other characterizations of (1.11) have been provided by Longo (1972), Gurdial and Pessoa (1977), 

Aggarwal and Picard (1975) etc. In the sequel, we outline two entropic models-one each for discrete 

probability distributions and weighted probability distributions. 

2. New Discrete Entropic Models in Probability Spaces 

I. We firstly propose the following entropic model: 
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Hence, ( )PH  ,  introduced in (2.1) is generalized entropy. 

Properties: 

(1) ( )PH  ,  is continuous. 

(2) ( )PH  ,  is symmetric. 

(3) ( )PH  ,  is expansible. 

(4) Concavity: We have 
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(5) For degenerate distributions ( ) ( ) ( )1,0,0,0,,0,0,1,0,0,0,0,1  , we have 
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(6) Entropy Maximization 

For entropy maximization, we differentiate the following Lagrangian  
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which is possible only if nppp === 21  
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With the above mentioned properties, we claim that the entropic model introduced in (2.1) is an appropriate 

model of information entropy. Next, for 2 =  and 5.0= , we have calculated various values for the entropy 

measure ( )PH  , as shown in the following Table 1 and wrought Figure 1 screening the concavity of ( )PH  ,

. 

                   Table 1. ( )PH  ,  against ip  for 2= , 5.0=  and 2=n  

 ip  
   

( )PH  ,  
 

 0.1 
   

-0.20858 
 

 0.2 
   

-0.11225 
 

 0.3 
   

-0.04881 
 

 0.4 
   

-0.01207 
 

 0.5 
   

0.00000 
 

 0.6 
   

-0.01207
 

 

 0.7 
   

-0.04881
 

 

 0.8 
   

-0.11225
 

 

 0.9 
   

-0.20858
 

 

 

 
                                Figure1. Concavity of ( )PH  ,  with respect to p. 

II. We, now propose the following weighted entropic model: 
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Obviously, ignoring weights (2.2) reduces to Kapur’s (1994) entropy introduced in (1.3). Thus, we observe 

that ( )H P
 introduced in (2.2) is generalized entropy. 

Properties: 
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(1) ( );H P W
is continuous. 

(2) ( );H P W
is symmetric. 

(3) ( );H P W
is expansible. 

(4) Concavity:  

The second derivative of the model (2.2) is  
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which proves that ( );H P W
 is concave.  

(5) Entropy Maximization 

For entropy maximization, we differentiate the following Lagrangian  
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which shows that each ip is a function of iw . Ignoring weights, we get 
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which is possible only if nppp === 21 . Using the property 1
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(6) Maximum Value 
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(7) For degenerate distributions ( ) ( ) ( )1,0,0,0,,0,0,1,0,0,0,0,1  , we have 
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(8) Negativity: ( ); 0H P W   

The negativity of the weighted entropy model clearly indicates that it has resemblance with Burg’s (1972) 

entropy. 

With the above mentioned properties, we claim that the weighted entropic model introduced in (2.2) is an 

appropriate model of information entropy for weighted distributions.  

Concluding Remarks:  

It is well accredited reality that information theory plays an important role in designing various techniques for 

data compression and deals with an assortment of parametric, non-parametric, weighted and non-weighted 

entropic models for probability distributions but still there is inevitability to develop more parametric models 

for furtherance of research and broaden the applications areas for assortment of disciplines of mathematical 

sciences. The proposal of two weighted and non-weighted entropic models is a step in this direction for the 

furtherance of research. Many new such entropic models can be created from application point of analysis to 

a choice of an assortment of mathematical disciplines.  
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