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Abstract: This paper intends to estimate the unlabeled two parameters for Cauchy distribution model depend on
employing the maximum likelihood estimator method to obtain the derivation of the point estimators for all unlabeled
parameters depending on iterative techniques , as Newton — Raphson method , then to derive “Lindley approximation
estimator method and then to derive Ordinary least squares estimator method. Applying all these methods to estimate
related probability functions; death density function, cumulative distribution function, survival function and hazard
function (rate function)”.

“When examining the numerical results for probability survival function by employing mean squares error measure
and mean absolute percentage measure, this may lead to work on the best method in modeling a set of real data” .

Introduction:

The first publication of Cauchy distribution was in 1824 by the French mathematician Poisson; then it was only
associated with the name Augustin Cauchy during an academic debate in 1853. Physicists call it the Lorentz
distribution due to Hendrink Lorents.

Cauchy distribution is a continuous probability distribution of curves that has heavier tails than the normal
distributions; and one of the most popular practical applications for this distribution is modeling the ratio of two normal
random variables. (1,2)

“Introduce a tree-structured Bayesian network suitable for modelling directional data with bivariate
wrapped Cauchy distributions. We describe the structure learning algorithm used to learn the Bayesian network™. (2)

Because Cauchy distribution does not have limited moments greater than or equa to one and has no moment
generating function, it is a stable distribution with a probability density function that can be explained analytically and
therefore, Cauchy distribution might be considered as an example of a well-accepted results and conceple in statitics.

1)

This paper is divided as follows:- The objective of this paper, theoretical section, practical section, results
and conclusions.

The objective of this paper:

This paper aims to examine sample type Breast cancer by using maximum likelihood estimator method (MLEM) ,
Lindley approximation estimator method (LAEM) and Ordinary least squares estimator method ; and by comparing
the three methods .

Definition and properties:
¢ty gy _
“The p.d.f for Cauchy distribution. Is”: o(L7,0) = A+ (t— )2 ] t>0...(1)

Q= { (t;}/,5) ;7>0,0>0 }
Where y: “is scale parameter”

O : “is location parameter”
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1 1, ,t-y
“The cumulative distribution function for this distribution is” F (£;7,0) = +_ftan 1( ) ..(2)

2 o
for (~o <t<o ;-0 < y<oo; d>0)

1oa =7
“It's survival function is given by” : S(t;7,0)=1~- [ +_tan 1( ) )
2 o
ﬂbfL-'ré—fﬁL— ]
“The hazard rate function is given by” : h(t;y,0) = 1 1 t= .(4)
"Lt —tan 7y
2 72'( o
0.7 - r r 1.0
2y =0. v=0.5
A — 2, =0, =1 | 0.8}
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Lo -2, v=1 ] Q2T 0 6
= 04 W
& X
0.3 & 0.4} 2y =0, ¥=0.5
0.2 \ - s =0, ¥=1
- )\ 0.2 —rn =0, =2
. 4/‘/ \\\ 11,7—2. r=1
e =% 6 2 4 === ¢ 2 #
X X
fo(ty,0) F(ty.9)

Maximum likelihood estimator method(MLEM):
“The MLM is the most common procedure to estimate the parameter ¢ which specifiesap.df.  f(t: ¢), based

on the observations t, ,t, ,.....,t, which were independent. sample from the distribution”.
Y
L= [n ft;y.01="1[ 1.5
ao '17T[7 + (¢ -6)1]

InL:nIn;/—nImr—Zln[y2 +(t—06)*]...(6)

eht_n $__ 27 @) , ahL_g ! n_z_ﬂf_ -(8)
Oy ¥ wmyi+(t —-96)? dy Y oyttt —06)
M:i 2(ti —0) ..(9) ; 8|nL:0 ; i 2(ti — 9) ...(10)
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“There is no chance to find the estimators for the parameters (7,0 , and it is kind of difficulty to process
the nonlinear equations thus, it is better to make use of iterative methods in numerical analysis as Newton—Raphson
method which is the best way to get the estimate values and number of iteration”.

“The Newton—Raphson method requires an initial value of each unknown parameters” (¥,0) .

This method follows :
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[yl _Trl_ uleu)1 .y

o) o] Lo @)

g (= n—i_ZJ/_ .(12) S (5):2 2(t—0) .13
y —
: N ? o 72+ (L= 5) 2
{691(7) o91(y) |
i Iy a5 | .(14)
o
! |69 ) og (0) ||
| oy 26 ZJ
og(y) n "2t-5)"-2y? a9 () " 4y(t-9)
T _Z i ...(15) : 1 :_Z i ...(16)
oy 72 ml’+(G-0)°F 05 m[?+(t-6)T
ag@© " D47(t —0) og () "2(t -6)° -2y
2oy L .(17) ; =) —.(18)
oy [+t -9)°F 6 i [P+t -0

[ &iva(y) | =‘r7/i+1—| _ [7il ...(19)

ol L) L]

0 0

“Lindley approximation estimator method (LAEM)”:
“Lindley procedure was presented in (1980) first time to approximate the ratio of the integrals of the form(3):

L(4)
Jw(e"® da @)

V(e da

“Where A = (A1, A2 ..oy An) are parameters, L(A) is the logarithm of the likelihood function, W(A) and

V(A) are any random functions for parameters”.
Let V(A) be the prior distribution of A and W(A) =u(A)v(L) .From (20) we can get posterior

expectation which is as follow :

E[u(2) | K] = Jugge “r#02s 1)
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re L\/L)‘fl‘k/b}dl
Where P(A) = IOQ'[ v(A)]

1
R=R(y,0) +_2 [B + 13 Cpot+ i3 Cpy + 1y Dip+ 1,05 ] + P, By + p, By, ...(22)

22 . oHIL(y,0)
_ T =12 e, 23) - | =———"20 (24
B=3 2T 0] @ " opiasi %Y
P INTI(y,5) ...(25)
- =In 0) ...
R Q _R a%R
= 1] — , i = . 26
T LT Qs @
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Bij = QiTiJ' + QiTii (27) ; Cij = (QiTij + QjTij )Ti (28)

D=3QTT+Q(TT+2T2) ..(29)
ij i ij i) ij

f(t,}/,5) _L
ay?® +(t-95)°]

We assumed that 7, O have the following Gamma conjugate prior distribution such that :y ~ (n,a)
6~)(n,b)

=y"¢® a>0,n>0, >0

f(y)=1)0) ..(30)
0 oW
b" )
—0"%™ b>0,n>0, 6>0
f(s)=1)M ..(31)
0 oW
p(7,5|t1,t2,---,t)= L(t,, 6.t 7,0) T () T (O) (32)

00 00

[ Ut tetyi7,8) 1) £(6) dyds

| [R-OLO L. 1:7,8) T () F(6) dy do

R=E[R(y,5)] = .(33)
! [ Lt bty . 8) F () £(5) dyds
Iw[ ol i i
R Vs iﬂi— la-ar =1a=00 4,A S
o OB ) T ™ oﬁ; o
I
) IZ[E 2[7 4 _5) ]]mﬂ/ j e—ba‘dy do

“We make used of Lindley's approximate R which approximate the ratio of the two integrals to obtain Bayes

estimators approximation that can be resulted as follows”

Using e(y.latlon (6) we get | the f II9W|n
inL(7,0) M opa-ep
= =y ...(35)
0t o [P+ -9)PP
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2

From equation (49), (50)and D, =0 ; D, =3T,T, + T,T,, + 2T? ...(55)

B, =Tn ,; Bu=T, ..(56
A12 /\21 1 21 21 ( ) ) n—1 n—1

0 = OMLE +_2 DaoT oo oy +logTor Top+ 1o (BT Ty + TopTyy +2T) ]+ (7_ —a)Ty+ ( s b)T,,...(57)

Ordinary Least Squares Estimator Method (OLSEM):
“The OLSEM is the most used way to estimate parameters in linear or nonlinear model. Researchers make use of this

method to lessen the sum squares differences concerning observed sample values and expected estimated values by

linear approximation”. (4,5)

Y = fo + fix +€ ...(58) : e=Y,— fo— S % ..(59)
Zgiz = Z[ Yi— yi]2 ..(60) ; zgiz = Z[M - fo— ﬂlxi]2 ..(61)
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F(t )— o1 tan—l( ) .(62) ; e=F(t)- 1 tan—l( ) .(63)
i b2 )

Ze —Z[F (t)—_ —tan—l(' )] .(64) ; Let ) 2= y &

i=1 i=1 I 2 o i=1 i H()

H(y.,0)= Z[F(t)—_—_tan’l( ")1..(69)

i-1 2 S
oH 1, =+ oH . %;
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Hodye ot ) YR C)
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d 5

There is no chance to find the estimators for the parameters (y,0) , and it is kind of difficulty to process the
nonlinear equations thus, it is better to make use of iterative methods in numerical analysis as Newton—Raphson

method which is the best way to get the estimate values and number of iteration.
The Newton-Raphson method requires an initial value of each unknown parameters (,0) .
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Results and Discussion:

The Educational Hospital in Diwaniyah province was the place from which the data was gathered.
Keeping in mind that this work relies on data taken from real life, it is reached to select this kind of cancer

(Breast cancer) because it is remarkable widespread and deadly in Irag; this disease has failure time (death time)
which is phenomenon in this paper.

The study of this paper covers a period of six months; it begins from Jun 2019 until December 2019; it is an
experiment that includes (14) patients.(12) patients were dead and (2) patients remain alive .
When applying the test statistic (Kolmogorov-Smirnov) depending upon statistical programming (EasyFit

5.5 Professional) in order to fit Cauchy distribution data , it is discovered that the calculated value is (0. 11034) ,
this means data is distributed according to Cauchy distribution .
The null and alternative hypotheses are as follows :

H,: The survival time data is distributed as Cauchy.

H, : The survival time data is not distributed as Cauchy.

| 1.3
i

‘Figure(1)’
Fit the data for Breast cancer from Educational Hospital Diwaniyah
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When applying MATLAB (R2014a) , the estimated parameters results are as follows :
The assumed initial values for two-parameters are as follows:
Table (1)
MLEM [ OLSEM [ LAEM
Initial values of parameters
7,=0.052 ; ¢,=31 yo=52 ; ¢,=31 yo,=0.0019 ;,=51.1635
Estimated values for the parameters
y=0.019; 06=51.1635 y=0.0004 ;o6=1.4100 y=0.01900596 ; 6=51.16350063
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After that , using these estimated values for two-parameters in Cauchy distribution to find the numerical
values for f (t), F (), s(t) and h(t) .

Table (2) : Estimated values for functions f (t) , F (t), s(t) , h(t) by LAEM

Failure Time f (1) F (t) s(t) h(t)
15 4.62E-07 5.698456 0.499992 9.25E-07
21 6.65E-07 7.599852 0.499988 1.33E-06
23 7.62E-07 8.201278 0.499986 1.52E-06
25 8.83E-07 8.785386 0.499984 1.77E-06
28 1.13E-06 9.628227 0.499979 2.25E-06
29 1.23E-06 9.900173 0.499978 2.46E-06
29 1.23E-06 9.900173 0.499978 2.46E-06
30 1.35E-06 10.1676 0.499975 2.70E-06
34 2.05E-06 11.19218 0.499963 4.11E-06
38 3.49E-06 12.14562 0.499936 6.98E-06
39 4.09E-06 12.37313 0.499925 8.18E-06
42 7.20E-06 13.03039 0.499869 1.44E-05

.k 2
MSE[s(t)] = — > [s(t,) —s(t)] =0.014458476

N 1 n N B
MAPE[s(t;)] = E; %t‘;(” = 0.458202743

Table (3) : Estimated values for functions f (t) , F (t), s(t) , h(t) by OLSEM

Failure Time f(t) F (t) s(t) h(t)
15 7.72E-08 | 28.52456448 | 0.499998592 | 1.55E-07
21 9.01E-08 | 28.47754203 | 0.499998358 | 1.80E-07
23 9.51E-08 | 28.46022013 | 0.499998267 | 1.90E-07

1022




Using Cauct

y1Dstrhut

1013 3g0Fsiimng

tepagbbrah & U

NtKYE-07

28

1.56E-07

28.28014998

0.499997161

3.11E-07

1022




Lecturer/ Hind Jawad Kadhim AlBderi

29 1.67E-07 | 28.25067063 | 0.499996952 | 3.34E-07
29 1.67E-07 | 28.25067063 | 0.499996952 | 3.34E-07
30 1.80E-07 | 28.21909072 | 0.499996718 | 3.60E-07
34 2.29E-07 | 28.10923657 | 0.499995831 | 4.57E-07
38 2.73E-07 28.0201338 | 0.499995022 | 5.46E-07
39 3.32E-07 | 27.91412867 | 0.499993954 | 6.63E-07
42 6.89E-07 | 27.42767438 | 0.499987437 | 1.38E-06

n n n

MSE[S(t)]= — S [s(t) ~s(t)] = 0.014467495

N 1n

MAPE[s(t)] =~ S =s()) _ ) 0458332972

i=1

Conclusions:

s(;)

1- We notice in both methods that the estimated values of the probability survival function decrease with increasing

failure times (an inverse relationship between them).

2- We notice in both methods that the estimated values of the potential risk function increase with increasing times
of failure (a direct relationship between them).

3- It is recommended to use (LAEM) of Cauchy distribution of Breast cancer by employing MSE criterion.
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