
 

 Turkish Journal of Computer and Mathematics Education             Vol.12 No.10 (2021), 5550-5555 

                                                                                                                                    Research Article                                            

5550 

Analysis On Industrial Internet Of Things Using Deep Neural Multi-Layer Perceptron 

Based Model-Based Engineering 
 

P. Senthilkumar1, Dr.K.Rajesh2 
1 Department of Instrumentation and Control Engineering, Kalasalingam Academy of Research and Education, 

Krishnankoil, India- 626126  Email: senthilpsk.mail@gmail.com 
2 Department of Electrical and Electronics Engineering, Kalasalingam Academy of Research and Education, 

Krishnankoil, India-626126  Email: k.rajesh@klu.ac.in  

 

Article History: Received: 10 January 2021; Revised: 12 February 2021; Accepted: 27 March 2021; Published 

online: 28 April 2021 

Abstract: In this paper, an analysis is presented using a Deep Neural Multi-Layer Perceptron based Model-based 

Engineering (DNMLP-MBE) that implements the industrial workflow in cloud-based IIoT. The integrated cloud-

based IIoT combines cloud features with open connectivity with IoT. In this research, the validation stages 

consumes high energy for tracking the reference signal and it requires maximum voltage for the pump. In order to 

improve the tracking of reference signal with reduced energy and minimum voltage to pump, we use ML algorithm 

namely Artificial Neural Network (DNMLP-MBE) to optimize the operation in the workflow. The simulation is 

conducted to verify the benefits associated with Cloud-IIoT integration with MBE.  
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1. Introduction  

Cloud capabilities turn industrial automation into process industries [2] in combination with the Internet of Things 

(IoT) [1]. The IoT services complement evolving and available cloud capacity. Various additional services can 

increase cloud advantage automation in the smart manufacturing industry. 

Design and construction need further collaboration across a variety of enterprises and sectors. Collaborative 

development models or structures such as a cloud-based resource management system power central the broader 

range of production items so that IMSs can function efficiently [7]. In the framework of Industry 4.0 [16] - [18], 

IMS is the foundation for any organization plDNMLP-MBEing to use innovative technology in order to develop 

more valuable adjustment processes and services [7]. 

IoT integration with the cloud requires proper transition recently and engineering principles are not necessary for 

transformation. The implementation of cloud integration imposes stringent restrictions on IoT modules because of 

their reliability, efficiency and security. Therefore the IoT systems must be installed in conjunction to execute the 

required tasks, in order to efficiently change the traditional model of automation in the industrial sector. 

Recently, some methods of machine learning were primarily adopted [8] – [14] for the industrial cloud and IoT 

automatic framework, with the help of Deep Neural Multi-Layer Perceptron. Moreover, some engineering model 

methods [15] are useful for the optimization of cloud-based tasks. This paper analyzes the industrial workflow of 

Cloud-based IIoT using Deep Neural Multi-Layer Perceptron Model-Based Engineering (DNMLP-MBE). 

An in-built cloud-based IIoT integrates cloud functions with open IoT networking. The validation phases use high 

energy to detect the reference signal and demand full voltage for the pump. We use ML algorithm namely Deep 

Neural Multi-Layer Perceptron Model-Based Engineering (DNMLP-MBE) to maximize the operation of the 

workflow to increase the monitoring of the reference signal with reduced energy and low voltage to the pump. This 

automated workflow solves the optimization routine repeatedly to achieve the necessary performance. 

2. Proposed Method 

This section discusses a cloud-based workflow architecture for the IIoT sensor, integrating the proposed DNMLP-

MBE to maximize process flow through an increased range of reference signals. This enables the pumping operation 

to be maintained optimally at high voltage. In [15] the collection of the reference voltage is not focused and tackles 

the task with DNMLP-MBE which preferably finds the maximum voltage for operation. In this case the analysis 

determines the difference in the present model. 
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Figure 1: Cloud-IIoT Architecture 

 

The analysis also neglected to include the task schedule information, which currently collects and schedules a 

DNMLP-MBE template for the rapid acquisition of inbound IoT system signals in accordance with a cloud-based 

VM. The Cloud-IIoT architecture suggested by DNMLP-MBE is shown in Figure 1. 

 

Model Based Engineering: 

The MBE solution would increase abstraction levels and simplify tasks that are susceptible to error and tasks that are 

intensive. This reduces the implementation costs and improves the exchange of results, reusability and model 

verification. Therefore, the automation of these considerations is more extensively carried out from the cloud, but 

with the interaction with various heterogeneity and realms the automation template continues to become 

complicated. The present study examines a multi-vision modeling of industrial automation systems in the field of 

cloud-based MBE solutions. 

 

3.2. DNMLP-MBE for reference voltage selection 

The model-based architecture is carried out using a workflow to support the implementation of predictive controllers 

on Cloud-IIoT model-based applications. It is run at four validation phases before deployment, as stated in [15]. 

The requirement in the model-based design workflow includes the objective feature selected to monitor the 

reference signal, optimally aligned with the minimum energy with the maximal pumping voltage constraints that are 

determined to comply with the control design specifications. For optimizing in model-oriented pumping operations 
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with maximal voltage constraints, e.g. maximum voltage a minimal voltage (min.) objective feature is chosen (V). 

The DNMLP-MBE controller and the control configuration checking procedure was carried out in a simulated 

environment in this regard (as shown in Figure 2). 

 
 

Figure 2: DNMLP-MBE Architecture for Cloud-IoT model 

 

Figure 2 shows the architecture of DNMLP-MBE. The treatment units known as neurons are an DNMLP-MBE. The 

normal neuron structure and behaviour is mirrored by an artificial neuron. Inputs in a neuron and output are 

available. The neuron has a neuron stimulation function to enable the neuron to activate. The signal is connected to a 

weight. The key constituents are the weight and input products and the signal power, such that a neuron accepts 

multiple inputs and only has one output from various sources. 

 
Figure 3: DNMLP Architecture 

 

3. Results and Discussions 

This simulation will check the advantages of MBE integration with Cloud-IIoT. The procedure suggested for the test 

of the effectiveness of the DNMLP-MBE solution is contrasted with the benchmark method. It also evaluates 

whether the reference signal is monitored for pumping action for decreased time and tension. The report concludes 

that Cloud-IIoT modelling activities will be analyzed in addition to the analysis, using the assigned tools to gather 

and acquire cloud and IIoT data and the DNMLP-MBE operation for the optimum cloud-based feedback signal 

handling. 

Following the optimization of the reference signal voltage, Figure 4 displays computing time using the proposed 

DNMLP-MBE model. The simulation results show that the mission scheduling has increased its ability to reduce the 

computational time load compared to current MBE methods since the optimization of the reference signal [15]. This 

indicates that the approach suggested has a lower calculation time than the current state-of-the-art method when 

planning a job. 
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Figure 4: Computational Time  

 

After optimization of the reference signal voltage by means of the suggested DNMLP-MBE model, Figure 5 

displays the costs. The findings of the simulation show that the job scheduling has changed after optimization of the 

reference signal, in order to reduce the expense of allocating the work scheduled than the current MBE method [15]. 

This shows that the approach proposed is efficient in planning the challenge at lower costs than the current state-of-

the-art method. 

 
Figure 5: Cost ($) for the scheduled task  

 

The pause after the reference signal voltage optimization with the proposed ARN model is seen in Figure 6. 

Simulated results indicate that the tutorial scheduling has increased the time required to assign the scheduled task 

and process the task with a reduced time compared to current MBE method [15] after optimization of the reference 

signal. This demonstrates that the approach introduced is accurate in timing the work with a reduced delay than the 

current state-of-the-art process. 

0.000

2.000

4.000

6.000

8.000

10.000

12.000

14.000

16.000

18.000

20.000

22.000

20 40 60 80 100

C
o

m
p

u
ta

io
n

al
 T

im
e

 (
s)

Tasks

ANN-MBE Framework MBE Framework

0

5

10

15

20

25

30

35

40

45

50

20 40 60 80 100

C
o

st

Tasks

ANN-MBE Framework MBE Framework



 

 Turkish Journal of Computer and Mathematics Education             Vol.12 No.10 (2021), 5550-5555 

                                                                                                                                    Research Article                                            

5554 

 
Figure 6: Delay in scheduled task  

 

 
Figure 5: Response Time of optimal task allocation task  

 

The reaction times of the reference signal voltage optimization with the proposed DNMLP-MBE model as seen in 

Figure 6. The findings of the simulation show that the work scheduling has been changed after the referral signal has 

been optimized by increasing the time the planned task is allocated compared to the current MBE method [15]. This 

indicates that the proposed system works more effectively with more time than the current state of the art approach 

to schedule the job. 

 

4. Conclusions 

This paper analyzes the industrial workflow of Cloud-based IIoT using DNMLP-MBE. The built-in Cloud-based 

IIoT integrates cloud functions with open IoT networking. The validation phases use high energy to detect the 

reference signal and demand full voltage for the pump. A DNMLP-MBE is used to optimize the workflow to 

enhance the reference signal monitoring with minimal energy and voltage. The automated streamlined workflow 

addresses optimization restrictions such as delays, costs, calculations and response time to achieve the necessary 

performance. The validations implement the iterative approach and the implementation modifications can be 

verified from the performance. This simulation will check the advantages of MBE integration with Cloud-IIoT. The 

framework proposed is compared to a reference tool for assessing the effectiveness of the proposed approach to deep 

learning. It also analyzes whether the pumping signal has been tracked with reduced times and low voltage. 
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