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Abstract: The assessment in outcome based learning is very vital and significant approach toward measuring the student’s 
performance. There are many traditional methods existing in this context. The data mining is one of the intelligent computing 
methods which are having widely accepted features that enable the idea of its usage in assessment. Much work has been done 

to measure the student performance by using different methodologies and modern technologies. In this work, we have gone 
through the current datasets of students of the university and different classification methods of data mining are used to measure 
the accuracy of student performance. Based on the analysis of the result, it has been concluded that accuracy and the other 
measures of SVM is more than the other classification methods. 
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1. Introduction  

New technologies are being developed in the field of data management and analysis due to large supply of data 

being present in several companies, including both private and public. The main aim of the techniques of data 

mining is to discover hidden and insignificant links within the information having diverse characteristics. Various 

techniques of data mining are being used in different fields including the educational environment. 

In the sector of education, educational data mining is an emerging discipline which is very recent and its practice 

is preconceived to identify and extract new and valuable knowledge from the data  [1].The aim is to resolve 

problems of research areas of education and improve the whole educational process using various statistical 

techniques, data mining algorithms and machine learning programming. Educational data Mining (EDM) is a 

prospering discipline that can be used for analysis and visualization of data, predicting student performance, 

student modelling, grouping of students etc [2]. 

There are numerous challenges in the higher education like increase in the number of students, global competitive 

education market, rising student expectations, a demand and need for new technologies, significant reductions in 

government funding, etc[3]. Therefore, educational data mining assists to develop methodologies that allow to 

improve the overall process of education. It has been observed that mostly data mining techniques involve large 

data sets to work with. But in the ambience of education, we are usually encountered with relatively small data 

sets containing small groups of students. In addition, it is helpful to the administrators in decision making. From 

several years, various data mining classification and clustering models have been constructed and executed to 

analyze and measure the performance of students. For instance, AHP has been employed successfully to predict 

the student course selections in higher education and the outcomes show that the accuracy of the student’s course 

prediction is high [4]. Shahiri et al. [5] have also provided an overview on several techniques of data mining that 

were applied to predict and analyze performance of students, concentrating on the identification of most valuable 

attributes in a student’s data by employing the prediction algorithm. Osmanbegović and Suljić [1] applied three 

supervised data mining algorithms on the assessment data of first year students to predict favourable outcome in a 

course and evaluating the performance based on certain factors like convenience, accuracy and approach of 

learning. A model has also been developed based on some selected input attributes assembled through 

questionnaire method [6]. Goga et al. [7] designed a tool by using .NET framework to predict student’s grade by 

providing various parameters as input. Models based on the student’s enrollment records were developed by using 

ten classifications trees (OneR, Random forest, ZeroR, random tree, Decision stump, REPTree, JRip, J48, PART, 

and Decision table) and a multilayer perceptron (Artificial Neural Network) learning algorithms by operating on 

WEKA(Waikato Environment for Knowledge Analysis). Prediction model is developed based on the participation 

of the students through Genetic Programming by integrating educational data mining and learning analytics [8]. 

The recent research by Natek and Zwilling[9] compares two tools of data mining applied to data sets of small size 

related to institutes of higher education and summarizes that the results will encourage the institutions to 

incorporate the methods of data mining to be an essential segment of  higher education institutes and intelligence 

management systems. Another research has developed an admission system based on ANN techniques using 

several machine learning methods to design the valid criteria to the selection admission for higher education [14]. 

Our research work proposes an effective methodology for measuring the student’s overall performance by using 

the grades of each semester. Different results of the classification algorithms of data mining are analyzed and final 

outcome is made based on the accuracy of the model. 

2. Methodology 
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Many universities adopt the grading system to estimate and decide the performance of students in academics. The 

approach adopted by us also uses the grades for the analysis and measurement of performance. 

A. Workflow 

The first and foremost step is to collect the dataset required for the study. The methodology is applied to a factual 

data having information about the students who did their graduation in Computer Science and Engineering at 

Thapar University (India). 

Once the data is fetched, we then transform the data into an appropriate and required form for the mining process, 

which is known as pre - processing phase. This task is accomplished by using a specific mining method, algorithm 

or technique. This phase usually consumes 60 to 90 % of the time, training, efforts and resources employed in the 

complete knowledge discovery process. R. Asif et al. [10] highlights the importance of this step. 

After the data is pre-processed, we then identify the incomplete, incorrect, irrelevant and inadequate data from our 

dataset and remove this erroneous and improperly formatted data. This phase is known as data cleaning phase as 

shown in Figure1. When the data is complete and consistent in all respects, the next step is to filter the data 

according to our requirements. Since all the information is in one file and is jumbled, so separate the data of each 

semester with same attributes. The major attributes are described in Table1. 

Now the data is ready for the data mining methods to be applied and generate the model so that it can be further 

used for analysis and prediction. The algorithms proposed are: SVM, Bayesian Network and Decision Tree (C5.0). 

For the purpose of this study, IBM SPSS Modeler is employed which is an extensive predictive analytics platform 

and is used for predictive intelligence decision making. It includes a wide range of advanced algorithms and 

techniques that helps to make the right decisions [11]. 

 
Figure1. Workflow of Study 

Table1: Attributes and their description 

ATTRIBUTES DESCRIPTION 

Exam code  The code of the exam, whether odd or 

even semester 

Academic year The year of studying the subject 

Subject code The unique code of the subject 

Semester The semester in which the student is 

studying 

Subject The subject of study 

Enrollment no Distinct roll number of the student 

Student name Name of the student 

Grade The grade obtained by the student, 

whether A, B, C, D or E  

3. Implementation  

The data mining classification algorithms are different in many aspects such as: the learning rate, performance, 

speed, robustness, accuracy, etc [1].In this research, we investigated the impact of three algorithms for performance 

prediction: SVM, Bayesian network and C5.0 decision tree algorithm.  

Support Vector Machines (SVM) is the newest technique for supervised machine learning. SVMs spin about the 

notion of the margin-any side of a hyper plane that splits two data classes [12]. Our study includes four kernels of 

SVM namely, RBF (Radial Basis Function), polynomial, sigmoid and linear. Bayesian Network is the directed 
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acyclic graph (DAG) portraying dependence and independence between variables. Decision tree algorithm is a 

tree like framework that classifies the instances beginning from source node to the leaf node by electing the 

variables at each level so that the set of items are perfectly separated [13].In our study, the decision tree generated 

by C5.0 is used for the purpose of classification.  

Procedure 

Step 1: Semester-wise collect all the grades attained by each student in same sequence of subjects, as shown in 

Figure2. 

 

Figure2. Collection of grades for four semesters 

The grades are collected as GRADES (i), where ‘i’ is semester and 1≤ i ≤4. 

Si= {GS1, GS2, GS3...GSj}  , Where, GS=grade of the subject 

Si=semester, 1≤ i ≤4 

j=number of subjects corresponding to ith semester. j=6 when i (i.e. semester) is 1 or 2 and j=7 when i is 3 or 4. 

e.g. S2= {B, A, B, B, C, A} is the sequence of grades of the student in second semester having enrolment no. 

101003010 and studying six subjects as highlighted in Figure2. 

The grades and their corresponding performance criteria are shown in Table2. This performance criteria is used 

for prediction in the final outcome i.e. OVERALLGRADE (F), where ‘F’ stands for final. 

Step 2: Prepare the logic table (nth level logic predicate) on the basis of GRADE in Table II. 

Level-wise logic order: 

L0: A – A → A                            

       D - D → D 

      B – A → A 

      B – B → B 

      A – B → A 

L1: A – C → B 

      B – D → C 

      C – E → D 

L2: A – D → B                                              

       B – E → C 

       D – A → C 

       E – B → D 

L3: A – E → C 

 

Table2: Performance on the basis of grades 

GRADE PERFORMANCE MARKS 

A Excellent 9-10 

B Good 8-7 

C Average 6-5 

D Poor 4-3 

E Fail 2-1 

 

e.g. We have the sequence of grades {B, A, B, B, C, A} for the student having enrolment no. 10603010.While 

applying the step 2, take two consequent grades together and then compute the output in the way as shown below 

in Figure3 using Table2. .Like, B and A gives output A, then take this output as input for the next step. Now, A 

and B gives output A. These steps are done using the above level-wise logic order until we reach to our final grade. 
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Figure3. Processing of grades 

This shows that the performance of the student is Excellent, on the basis of Table 2 and is highlighted in Figure4. 

Step 3: Therefore, OVERALLGRADE (i), 1 ≤ i ≤ 4 is computed for each semester (in the same manner as used 

above), where i is the semester. E.g. OVERALLGRADE (2) is the overall grade computed for second semester. 

 

Figure4. Overall grade computation for each semester 

Step 4: Similarly, OVERALLGRADE (F) for each of the 126 student is computed as the final performance result. 

First ten results are shown in Figure5. 

 

Figure5. Final performance computed using overall grades of four semesters 

Step 5: Now various data mining methods are applied to OVERALLGRADE (F), which is the measured 

performance of each student. 

4. Experimental Setup 

The data for the model was collected for four semesters of Computer Science Engineering students, batch 2016-

20 studying in Thapar University, Patiala. After eliminating the incomplete and unwanted data, the sample 

comprised 126 students having ‘j’ subjects. There are six subjects in first two semesters and seven subjects in 

semester 3 and 4.So,for semester1 and semester 2, j=6 and for semester 3 and semester 4, j=7. 

Eq. 1 is the total number of records  

                                                                           (1) 

Eq. 2 is total number of records for each student        

                                                                                  (2) 

Here, ‘i’ is the number of semesters. ‘Sj’ is the number of subjects corresponding to ith semester and ‘N’ is the total 

number of students. 

So, for 126 students there are 6*126 + 6*126 + 7*126 + 7*126 = 3276 data records. Each student is associated 

with 6+6+7+7=26 records. The outcome of each model is the student’s predicted final result, which is then 

compared with our manual predicted performance result. 

The three algorithms and their implementation using IBM SPSS Modeler are illustrated in the figures. There are 

four inputs: OVERALLGRADE(1) i.e. overall grade of first semester, OVERALLGRADE(2), 
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OVERALLGRADE(3) and OVERALLGRADE(4) and the target being OVERALLGRADE(F).The type of all the 

input and output fields is nominal. 

Figure6 and Figure7 represent the implementation of four kernels of SVM: RBF (Radial Basis Function), 

polynomial, sigmoid and linear. Each kernel elucidates the predictors in a different way so the output is taken in 

the form of tables. Figure8 shows the network model generated and Figure9 displays the rule set generated for 

overall performance using grades obtained in various semesters. 

          
Figure6. RBF and polynomial implementation of SVM kernels       Figure7. Sigmoid and Linear implementation 

of SVM kernels 

                                                

Figure8. Directed Acyclic Graph(DAG)               Figure9. Rule set generated by C5.0 

5. Results 

The four algorithms provide different accuracy levels, i.e. each of them interprets the relevance of attributes in a 

different way. There are different evaluation criteria based on the classification algorithms used. 

Table3 compares the correct and incorrect instances obtained along with the prediction accuracy, when the three 

algorithms are applied.SVM has the highest accuracy as compared to other classifiers. The graph in Figure10 

clearly shows the accuracy levels of the three algorithms, SVM being the most accurate. Similarly, the SVM 

kernels output is described in Table IV in which two out of four kernels namely, RBF and polynomial show same 

number of correct instances. 

Table3: Comparison of the three classifiers 

EVALUATION 

CRITERIA 

CLASSIFIERS 

SVM C5.0 Bayesian 

Network 

Correctly classified 

instances 

123 121 121 

Wrongly classified 

instances 

3 5 5 

Prediction 

accuracy 

97.62% 96.03% 96.03% 
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A report based on the confidence values is shown in Table5. All the four kernels of SVM and C5.0 and Bayesian 

Network values are observed based on their predicted values, as generated by the respective models. 

 

Figure10 Graph of correctly classified instances 

Table4. Comparison of different kernels of SVM Model 

EVALUATION 

CRITERIA 

SVM KERNELS 

RBF Polynomial Sigmoid Linear 

Correctly 

classified 

instances 

123 123 80 120 

Wrongly 

classified 

instances 

3 3 46 6 

Prediction 

accuracy 

97.62% 97.62% 63.49% 95.24% 

Table5. Confidence values report 

EVAL

UATI

ON 

CRITE

RIA 

CLASSIFIERS 

SVM Kernels C5.0 Bayes

ian 

Netw

ork 

RBF Polyn

omial 

Sigmoi

d 

Linea

r 

Range 0.583

-

0.989 

0.629-

0.982 

0.288-

0.943 

0.607

-

0.994 

0.8-

1.0 

0.513

-1.0 

Mean 

correct 

0.918 0.922 0.662 0.848 0.96

4 

0.94 

Mean 

incorre

ct 

0.888 0.867 0.528 0.82 0.86

1 

0.674 

6. Conclusion and Future Work 

1. This work has been done on factual and real data.  

2. From the above analysis, we have concluded that SVM produces the best prediction results as compared to 

Bayesian network and C5.0. SVM exhibits higher accuracy i.e. 97.62%.  

3. The results indicate that RBF and polynomial SVM kernels perform better than sigmoid and linear. The 

proposed methodology can be adopted to help the teachers as well as the students to enhance the quality of 

learning and student’s performance by taking significance decision at right time. 

In future work, the study can be enhanced by including various demographic factors and more distinguishing 

attributes like SSC marks, HSC marks, projects undertaken etc. to obtain more accurate student performance and 

to determine student behaviour. Also, the work could be carried out with other classification algorithms of data 

mining to acquire a wider approach and more reliable outputs. 
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