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Abstract: With rise in complexity of materials and lack ofcessary skills among the mass population, it is
necessary to find a system that can help the erapioio identify the materials without the help ddliional
labour, training and manuals. Hence, a system le& lereated to identify the material and give simil
materials when the model is provided with just emage of the material in question. This being arinked
database helps in maintaining privacy of the comp&@onvolutional neural networks are used for objec
detection and then captioning is done by Recumental network which also compares the generatptiota
with the provided database and return the bestm&®TM and NLP aid the process of caption genenatind
search. The dataset used is MSCOCO 2014. The ¢ealuaetrics is BLEU which returned a score of 20.3
The whole idea is easy to combine with concepts KRNBAN and facilitate the layout design of thengoany

to a great flexibility. By reducing the time spemt training and sorting the efficiency of the fiimincreased.
The system created for identifying the material c@ninterlinked with centralised inventory managatne
system to help track the material in the producfioocess. The layout of the store was not optimishith
resulted in delay in the production process. This be rectified using a software like ARENA to dgsthe
store layout. With a system in place for materedulction the steps followed in stores can be retluce

Keywords: NLP, MSCOCO 2014, KANBAN, BLEU.

|. Introduction

India is the leading provider of Data solutiongsfie world with the country having a huge labor ésnd
skill force. The country has a growth rate of 34%4tliis sector. The country is producing numeroag-sips
and has a vast array of companies which are takinguge number of employee’s day to day. These
companies have a huge product mix which is hakk#p track. The company employee must know what a
product is, what are it is similar products etcntdun learning and recognition are not as efficieradapt the
rapid changes. Here, a simple reverse search engmeh incorporates a caption generator, helps in
identifying the product in question with an imadeat@and gives a similar image to find where theduct is
and to store it in a separate data base. To trainteach about the company products is a tediouseps.
Hence, a system has been proposed with low coshaghdy customizable to needs of the company and
maintain its privacy. With growing population, theed for the product gets increased which in tesults

in an increase in production. The production inseedirectly translates the need for storing moréerias

for production. The material can be stored andenegd efficiently with image capturing techniquéni§ also
helps in removing unused products constantly fstaones.

Objectives of the study
® To create a model that can identify and captionoayct from an image

® To create an end-end image search system that dw accuracy and closeness to natural language
understanding.

® To train the neural network to be adaptive in ratarreduce the work of RNN by using LSTM.
® To reduce the picking time of material in the s¢ot@ start the production process

® To change the store layout based on output fronmtlage capturing based on ABC and FSN analysis.
Il. Review of Literature

Andrej Karpathy and Li Fei Fei (2014) in their sfuDeep visual semantic alignments for generatinggen
descriptiongresented a model that generates natural languageations of images and their boundary boxes
of objects. This approach learns about inter-medalrespondence between description and image Thisis

a combination of CNN for image and bi-direction@ IR over sentences. Datasets used are Flickr8kkrBI,
MSCOCO.
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Google team (2015) - the whole model was evaluagidg BLEU on datasets like PASCAL, FLICKR30k,
SBU, COCO. The model used LSTM and transfer legprriliine increase in score are as follows PASCAL (29-
59), FLICKR 30k (56-66), SBU (19-28). Human scoreRASCAL is 60.

Guoyong Duan, Jing yang, Yulong Yan (2016) in thmper CBIR researcbmphasized the importance of
CBIR and advantages with the key technologies useil. They also introduced a new technology that
combines colour, texture, shape for an image reitid his also focuses on feature extraction.

Jerzy Buliiski, Czestaw Waszkiewicz, Piotr Barczewski (2018ased on the product list and information
connected with the sale level, the goods were grdupto categories to achieve better financialltesu

[11. Research M ethodology
Tools Used

The tools used for the study are TensorFlow, Kefasgmconda, Python 3.0, ABC and FSN analysis ,
KANBAN

)] Tensor Flow

Tensor Flow is an open-source package that is imspgthon for machine learning and deep learningcepts.
It is designed by google brain team and is useddaety of tasks.

i) Keras

Keras is a deep learning library written in pythtmat is run on top of TensorFlow. It enables fast
experimentation with deep neural networks.

i) Anaconda

Anaconda is an open source IDE for Python and 8limplifies environment creation and package ifetiahs.
iv) Python 3.0

Python 3.0 is the latest release series of pythanis a high-level general-purpose language.
V) NLTK

The Natural Language Toolkit, or more commonly NLi#Ka text classified that uses feature extractiod a
converts them to vectors.

CONCEPTS

The following are the concepts used in this study:

° Deep learning

° Neural networks

° Image captioning

° CNN

° RNN

° LSTM

° Transfer learning
Deep Learning

Deep learning is a subset of machine learning ithatlves artificial intelligence and uses multigiyers to
extract features from input. The word deep learmiag introduced by Rina Dechter during the yeat6198e
base concept of multilayer perceptrons was a paypéiexey ivakhnenko. This can be used for manypses
from image data extraction to text data extractibme word deep in deep learning refers to no oédayThis
uses neural networks to accomplish its tasks. @aming part which is the most important part & tletwork
can be supervised i.e., a human input is requitiethe time unsupervised where no human interfezeisc
required for completion. The learning can also eémissupervised where partial human help is neetibd.
deep learning suffered from many numbers of eramt these problems were sorted out once the coon€ept
back propagation was introduced by Yann LeCun &t £4989.
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NEURAL NETWORKS

These are computing systems that are modeled @ dfas human brain. The advent of neural netweakied
as early as 1950s when mathematicians proposeideheof replicating a human neuron. Neural netwanies
essentially a set of neurons like structures warkin a task which makes them efficient and sineg #ire on
par with human nerves their accuracy is increadagby day.

IMAGE CAPTIONING

Image captioning is a process by which images aregssed and captioned accordingly to what iserinfage.
The caption must be capable of providing the objattthe image, relationship between them, actiomedby
them and most importantly describe them as simplé &@an be with accuracy and removing un-necessary
information. This is done by optimizing the resuli® image can have number of captions but choasiadpest
one that describes them is the task. This is dgndLlP. A caption should encompass all the objents their
association with each other and the action theggmiein the image.

"two young girls are playing with
quitar” safety vest is working on road.” lego toy”

CONVOLUTION NEURAL NETWORKS

A type of neural network that involves using cortcefpconvolutions. This is best suited for imageqassing.
The term convolution is a mathematical operationedon two functions to produce a third function.

RECURRENT NEURAL NETWORKS

A type of artificial neural network used in natulahguage processing and designed to recognizetaésda
sequential characteristics and use patterns tagbreext likely scenario. Unlike feedforward neuratworks
RNN can use their internal memory to process inpLitey can use the input again and again in comsmario
solve complex problems inputs. They use outputhef previous time step (feedback loops) to proeess
sequence of data that inform the final output, Wwidan also be a sequence of data. These feedbauk &diow
information to persist; the effect is often desedlas memory.

LONG-SHORT TERM MEMORY

These are an extension of RNN and are used toa ke memory and filter out unwanted inputs anavjule
only necessary inputs to RNN. This is like a gatetl. This has three gates a forget gate, inpug,gand
remember gate

TRANSFER LEARNING

Transfer learning is a technique by which a modghed for one purpose is re-used for another p&d same
or different nature. This is achieved by removihg final dense layers to retain the trained phé&skeomodel.
This is a popular technique in the field of deegriéng as it saves training cost, skips traininggah retains
trained knowledge and enables the model to be withdess computation costs.

ABC analysis
A - Items: These are 5 — 10% of the items with a 70 — 75 Meva
B - Items: These are 10 — 15% of the items with a 10 — 15béev
C - Items: These are 80 -90% of the items with 5 — 10 % value
FSN analysis

F-S-N Analysis is based on the annual usage ofsitend are classified as F (fast-moving), S (slow-
moving) and N (non-moving).
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Kanban

Kanban is a lean method to manage and improve aomss human systems. This approach aims to
manage work by balancing demands with availableacifyy and by improving the handling of system-leve
bottlenecks by using image capturing technology.

IV. ANALYSIS
SOURCE OF DATA

The Training of the model is using secondary dataces. Here we used MSCOCO (Microsoft Common Qbjec
in Context) 2014 dataset.

DATASET DESCRIPTION

Microsoft Common Objects in Context (MS-COCO) islataset created by a team of Microsoft employees in
2014. The data set features 80 different classbigots and over 1,60,000 images and over 2.5 millabel
instances.

METHODOLOGY
The proposed methodology has two phases
PHASE 1: Image captioning phase to generate tetiares for images.

PHASE 2: Text similarity based ranking phase ongeneaptions to identify similar images.

PHASE 1

Image captioning is done with the help of neurdimoeks. Neural networks used here are convolutieural
network (CNN) and long-short term memory (LSTM)generate captions. Input image is fed into a paié¢d
CNN model which converts image objects into feateetors using NLTK which is then fed to LSTM which
removes the un-necessary captions and data ansl tieedhecessary data to RNN. The above procegsies
as the output of CNN models which is a filtereddiea vector of the input image is fed into RNN.

PHASE 2
This phase is divided into sub phases

» Part of speech (POS) tagging of generated capfibasmage caption is encoded into a
vectorised form using word to vector process).

* Running similarity query on the POS tagged andxededatabase of images.

e Query will match noun and weigh them to verbs arates them. Then Retrieve the top 5 images that
fit the similarity query and display the results.

FRAMEWORK

The framework processes the input images usingaheaptioning model and generates the image captitme
image ID is stored with the corresponding captiadtin \wart of speech tag in a database. When a ufenits a
guery image, image caption is generated for thegienusing captioning model. A database query isvitmthe
caption of the query image to find the most reléxamsimilar description and the result is displhye sorted
order of relevance of the description.

Framework of Proposed Methodology

Result
i Images

Image | Text Captions
Repository Similarity Database

Engine

Neural Image
Query Image | Captioning - Caption

Model
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V.RESULTS
Findings
e Itis found out that improper material classificatitechnique is followed in most of the industries.
e Improper layout exists for storing the materialshwut proper input from technology.
Suggestions

e ABC and FSN analysis can be coupled with KANBANk&zp the material which are used in day-to-
day production only inside the stores.

e Proper layout for stores can be developed by incagéuring along with ARENA software
LIMITATIONS
The model is limited by many factors both interaatl external.
INTERNAL FACTORS
The internal factors that limit the model are dkfes:

* RNN is prone to overfitting. The model is time comsng than human.

EXTERNAL FACTORS
. Limited by computational power
. Model is limited to training dataset classes
. Culture aspects and norms are not covered in datase
= The test data needs to be within the class ofrdie tlata.
= The accuracy of the model depends completely ordhgutational capacity and training data size.
= The memory used by the model is higher than anativetel.
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