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Abstract: Heart disease and Diabetes disease is one of the most common diseases. These diseases are quite common nowadays 

so we used different attributes which can relate to these diseases well to find the better method to predict and we also used 

algorithms for prediction. Generally, People in IT sectors are becoming stressed due to their busy schedules and targets. So, 

they don’t have sufficient time to take care of their health and families. To overcome this, we have created a website named 

MEDCARE to collect the sensor data and to produce the result. Notwithstanding this weight is the serious issue which is 

making a significant effect in everybody's life. So that in this web application they can likewise see their wellbeing status by 

weight list (Body Mass Index). Random Forest Classifier and K Nearest Neighbour, algorithm is analyzed on data set based on 

risk factors. Here the trained data sets and incoming test cases are processed by a machine learning algorithm and produce the 

results accordingly. Perform enlightening examination on heart disease illness forecast, bosom malignancy expectation and 

diabetes forecast utilizing key components like Glucose levels, Blood Pressure, Skin Thickness, BMI and so forth Outwardly 

investigate these factors, you may have to search for the dissemination of these factors utilizing histograms. On the off chance 

that they neglect to screen their health status the application will inform the employee to deal with their health. 
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1. Introduction 

 

Our current lifestyle is getting more pleasing, and especially imaginative. Close to the comfort that development 

has brought, it moreover propels bothersome lifestyle affinities, for instance, negative dietary examples, less 

exercise and lack of sleep. These affinities can unfavorably influence a person's life on account of their heavy 

stress in work. Stress depicts the strain level brought about by everyday requests just as numerous different 

factors, for example, family, work, and social issues. For the most part in IT areas individuals are getting more 

focused by considering their consumption of undertakings and targets with the goal that they principally neglected 

to deal with their wellbeing. 

Because of this by not dealing with their wellbeing, now and then it has become a significant issue and will 

prompt passing in little ages. Heart disease and diabetes disease is the kind of disease which can cause death. 

Heart disease can be detected using the symptoms like: high blood pressure, chest pain, hypertension, cardiac 

arrest, etc. For diabetes often, there are no symptoms. When symptoms do occur, they include excessive thirst or 

urination, fatigue, weight loss or blurred vision. Nowadays there are too many automated techniques to detect 

heart disease like data mining, machine learning, deep learning, etc. So, in this paper we will briefly introduce 

machine learning techniques. In this we train the datasets using the machine learning repositories. There are some 

risk factors on the basis of that the heart disease is predicted. The main topic is prediction using machine learning 

techniques. 

Machine learning is widely used nowadays in many business applications like e commerce and many more. 

Prediction is one of the areas where this machine learning is used, our topic is about prediction of heart disease 

and diabetes disease by processing a patient's dataset and a data of patients to whom we need to predict the chance 

of occurrence of those diseases. 

 

Heart disease can be detected using the symptoms like: high blood pressure, chest pain, hypertension, cardiac 

arrest, etc. There are many types of heart diseases with different types of symptoms. Like: 1) heart disease in 

blood vessels: chest pain, shortness of breath, pain in neck throat., 2)heart disease caused by abnormal heartbeats 
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:slow heartbeat, discomfort, chest pain., etc. Most common symptoms are chest pain, shortness of breath, 

discomfort, chest pain., etc. Most common symptoms are chest pain, shortness of breath, fainting. Causes of heart 

disease are defects you’re born with, high blood pressure, diabetes, smoking, drugs, alcohol. Sometimes in heart 

disease the infection also affects the inner membrane which is identified by symptoms like fever, fatigue, dry 

cough, skin rashes. Causes of heart infection are bacteria, viruses, parasites. Types of heart disease: Cardiac arrest, 

Hypertension, Coronary artery disease, Heart failure, Heart infection, Congenital heart disease, Slow heartbeat, 

Stroke type heart disease, angina pectoris. Nowadays there are too many automated techniques to detect heart 

disease like data mining, machine learning, deep learning, etc. So, in this paper we will briefly introduce machine 

learning techniques. In this we train the datasets using the machine learning repositories. There are some risk 

factors on the basis of that the heart disease is predicted. Risk factors are: Age, Sex, Blood pressure, Cholesterol 

level, Family history of coronary illness, Diabetes, Smoking, Alcohol, Being overweight, Heart rate, Chest Pain. 

 

2.Literature Review 

 

Literature review presents the existing survey on a particular topic which may act as the prop for the proposed 

systems. 

2.1 Heart disease Prediction using Naïve Bayes algorithm: 

In this the algorithm used was Naive Bayes algorithm. In Naïve Bayes algorithm they used Bayes theorem. 

Hence Naive Bayes has a very power to make assumptions independently. The used data-set is obtained from a 

diabetic research institute of Chennai, Tamilnadu which is a leading institute. There are more than 500 patients 

in the dataset. The tool used is Weka and classification are executed by using 70% of Percentage Split. The 

accuracy offered by Naive Bayes is 86.419%. 

 

Limitation: 

It is not a good way to describe the heart disease for all parameters, here in this the algorithm performs poorly for 

the numeric data. 

2.2Heart Disease Prediction using Neural Network Algorithm: Proposed Model: 

In this paper proposed system they used the neural network algorithm multi-layer perceptron (MLP) to train and 

test the dataset. In this algorithm there will be multiple layers like one for input, second for output and one or 

more layers are hidden layers between these two input and output layers. Each node in the input layer is 

connected to output nodes through these hidden layers. This connection is assigned with some weights. There is 

another identity input called bias which is with weight b, which is added to the node to balance the perceptron. 

The connection between the nodes can be feedforward or feedback based on the requirement. 
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Limitations 

The major drawback of this model is it takes more time for processing and the given accuracy rate is very low. 

Unexplained working of the network. 

 

2.3 Heart Disease Prediction using ID3 Algorithm: Proposed Model: 

 

In this paper prediction for similarities of disease by using ID3 algorithm in television and mobile phone. This 

paper gives a programmed and concealed way to deal with recognized designs that are covered up of coronary 

illness. The given framework utilizes information mining methods, for example, ID3 algorithm. This proposed 

method helps the people not only to know about the diseases but it can also help to reduce the death rate and count 

of disease affected people. 

 

Limitations: 

 

The main drawback is only one attribute at a time is tested for making a decision. 

Classifying continuous data may be computationally expensive, as many trees must be generated to see where to 

break the continuum. 

2.4 Heart Disease Prediction using Support Vector Machine Algorithm: Proposed Model: 

In this paper prediction Support Vector Machine is an extremely popular supervised machine learning technique 

(having a predefined target variable) which can be used as a classifier as well as a predictor. For classification, it 

finds a hyper-plane in the feature space that differentiates between the classes. An SVM model represents the 

training data points as points in the feature space, mapped in such a way that points belonging to separate classes 

are segregated by a margin as wide as possible. The test data points are then mapped into that same space and are 

classified based on which side of the margin they fall. 

Limitations: 

The main drawback is SVM algorithm not suitable for large data sets. 

In cases where the number of features for each data point exceeds the number of training data samples, the SVM 

will underperform. 

 

2.5 Heart Disease Prediction using K Nearest Neighbor Algorithm: Proposed Model: 

 

In this paper prediction is done using KNN. K-means clustering is one of clustering techniques used to cluster 
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datasets based on nearest-neighbor. Here the data is clustered in k clusters based on a similarity between them. We 

also fill missing values of data using this k-means. Once we clustered the data every dataset will come into any 

one of clusters by using this clusters if we have missing values in dataset, we can fill those values as this are 

categorized into groups. Now as these missing values are all cleared, we can apply different prediction techniques 

on this for an example we can apply now as we know that for a dataset to be used for prediction in Naïve Bayes 

need to be pre-processed. By using this algorithm we can achieve good accuracy. 

 

 
 

Limitations: 

The main drawback is KNN algorithm needs high memory.  

With large data, the prediction stage might be slow and produces low accuracy rate. 

2.6 Heart Disease Prediction Using Quantization Algorithm: Proposed Model 

In this paper they exhibit an expectation framework for heart infection utilizing Learning vector Quantization 

neural system calculation The neural system in this framework acknowledges 13 clinical includes as information 

and predicts that there is a nearness or nonattendance of coronary illness in the patient, alongside various 

execution measures. 

 

 

 

 

Limitations: 

 

The main drawback is that as vectors of full length are used, at higher bit-rates the computational complexity and 

memory requirements increases in an exponential manner making it impractical for applications requiring higher 

bit-rates. 

 

3.Existing System 

 

In this paper, a comparative analysis of different classifiers was performed for the classification of the Heart 

Disease dataset in order to correctly classify and or predict HD cases with minimal attributes. 

The set contains 76 attributes including the class attribute, for 1025 patients collected from Cleveland, Hungary, 
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Switzerland, and Long Beach, but in this paper, only a subset of 14 attributes is used, and each attribute has a 

given set value. The algorithms used K- Nearest Neighbor (K-NN), Naive Bayes, Decision tree J48, JRip, SVM, 

Adaboost, Stochastic Gradient Descent (SGD) and Decision Table (DT) classifiers to show the performance of the 

selected classifications algorithms to best classify, and or predict, the HD cases. 

 

4. Result of Existing System: 

 

It was shown that using different classification algorithms for the classification of the HD dataset gives very 

promising results in term of the classification accuracy for the K-NN (K = 1), Decision tree J48 and JRip 

classifiers with accuracy of classification of 99.7073, 98.0488 and 97.2683% respectively. A feature extraction 

method was performed using Classifier Subset Evaluator on the HD dataset, and results show enhanced 

performance in term of the classification accuracy for K-NN (N = 1) and Decision Table classifiers to 100 and 

93.8537% respectively after using the selected features by only applying a combination of up to 4 attributes 

instead of 13 attributes for the prediction of the HD cases. 

 

4.1 Parameter’s Sensitivity: 

 

The training sample size for Naive Bayes classifier will be used as a sensitivity parameter, by changing its training 

set size and observing the changes in its classification accuracy with respect to the portion of the training samples 

with respect to the total samples. Naïve Bayes was selected as an example of low accuracy rate classifier, and to 

see the changes of its performance in terms of the changes of the training sample size. Regarding the sensitivity 

analysis, parameters start with the default value of the parameter, then it was changed accordingly to study the 

changes of the classifier performance in terms of these parameters. 

 

Drawbacks of Existing System: 

The existing system which has been design have a complicated architecture. Most of the system which had been 

developed doesn’t process on a large dataset. 

Detection is not possible at an earlier stage. 

In the existing system, practical use of collected various data is time consuming. 

Accuracy is one of the major drawbacks while looking into the existing system the prediction could not be done 

accurately. 

 

5 Proposed  Method 

 

We have created a web application for 2 diseases and can view their BMI health status. 

 

Heart disease 

 

Diabetes disease 

 

BMI (Body Mass Index) 

 

The diseases are predicted using machine learning algorithms such as Random Forest is used for heart disease and 

K Nearest Neighbor is for Diabetes. 
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Fig 3: Work flow design 

5.1 Prediction Analysis: 

 

Perform descriptive analysis on heart disease prediction, and diabetes prediction using key factors like Glucose 

levels, Blood Pressure, Skin Thickness, BMI etc. Visually explore these variables, you may need to look for the 

distribution of these variables using histograms. Treat the missing values accordingly. We observe integers as well 

as float data-type of variables in this dataset. Create a count (frequency) plot describing the data types and the 

count of variables. Check the balance of the data by plotting the count of outcomes by their value. Describe your 

findings and plan future course of actions. 

 

Create scatter charts between the pair of variables to understand the relationships. Describe your findings. Perform 

correlation analysis. Visually explore it using a heat map. Devise strategies for model building. It is important to 

decide the right validation framework. 

 

Apply an appropriate classification algorithm to build a model. Compare various models with the results from 

Random Forest Algorithm and K Nearest Neighbor. 

 

5.2 Heart Disease Prediction Analysis: 

 

There are 768 rows and 9 columns in this dataset. 

The dataset has various attributes like Sex, age, cp, trestbps, chol, fbs, restecg, thalach, exang, oldpeak, slope. 

While the maximum for age reaches 77, the maximum of chol (serum cholesterol) is 564. 

 

Diabetes Prediction Analysis: 

 

There are 768 rows and 9 columns in this dataset. 

The dataset has nine attributes in which there are eight independent variables (Pregnancies, Glucose, Blood 

Pressure, Skin Thickness, Insulin, BMI, Diabetes Pedigree Function, Age) and one dependent variable (Outcome). 
BMI and DiabetesPedigreeFunction are a float data type and rest of the variables are integer data type. 

The Variables have a lot of zero values which can be represented as missing values. 



Turkish Journal of Computer and Mathematics Education              Vol.12 No.10 (2021), 3316-3325                                                                                                                                                                                              

                                                                                                                                       Research Article    

3322 

 

The missing values '0' is replaced by mean to explore the dataset. 

 

5.3 Features of Proposed System: 

 

Machine Learning 

 

Machine Learning is an analytic process designed to explore data (usually large amounts of data - typically 

business or market related) in search of consistent patterns and/or systematic relationships between variables, and 

then to validate the findings by applying the detected patterns to new subsets of data. The ultimate goal of Machine 

Learning is prediction - and predictive Machine Learning is the most common type of Machine Learning and one 

that has the most direct business applications. The process of Machine Learning consists of three stages: (1)the 

initial exploration, (2) model building or pattern identification with validation/verification, and (3) deployment 

(i.e., the application of the model to new data in order to generate predictions). 

Machine Learning commonly involves four classes of tasks. 

 

➢ Classification - Arranges the data into predefined groups. For example, an email program might attempt 
to classify an email as legitimate or spam. Common algorithms include Yolo Classification Learning, 
and Neural network. 

 

➢ Clustering - Is like classification but the groups are not predefined, so the algorithm will try to group 
similar items together. 

 

➢ Regression - Attempts to find a function which models the data with the least error. 

 

➢ Association rule learning - Searches for relationships between variables. For example, a supermarket 
might gather data on customer purchasing habits. Using association rule learning, the supermarket can 
determine which products are frequently bought together and use this information for marketing 
purposes. This is sometimes referred to as market basket analysis. 

 

PYTHON: 

PYTHON is a popular suite of machine learning software for data analysis and predictive modeling. The original 

non-Java version of PYTHON was a TCL/TK back-end to (mostly third-party) modeling algorithms implemented 

in other programming languages, plus data preprocessing utilities in C, and make a file-based system for running 

machine learning experiments. The main strengths of PYTHON are that it is: 

 

➢ freely available under the GNU General Public License, 

 

➢ very portable because it is fully implemented in the Java programming language and thus runs on 
almost any modern computing platform, 
 

➢ contains a comprehensive collection of data preprocessing and modeling techniques, 

➢ Is easy to use by a novice due to the graphical user interfaces it contains. 
 

Python supports several standard Machine Learning tasks, more specifically, data preprocessing, clustering, 

classification, regression, visualization, and feature selection. The Explorer interface has several panels that give 

access to the main components of the workbench. The Preprocess panel has facilities for importing data from a 

database, a CSV file, etc., and for preprocessing this data using a so-called filtering algorithm. The Classify panel 

enables the user to apply classification and regression algorithms to the resulting dataset, to estimate the accuracy 

of the resulting predictive model, and to visualize erroneous predictions, ROC curves, etc., or the model itself. 

CSV File Format: 

 

CSV is a Comma-separated values file, in which the data will be stored in a table format.CSV can be used with 

many spreadsheet programs like Microsoft Excel or Google Spreadsheets. It is totally different from other 

spreadsheet file types because you have only a single sheet in a file, and you cannot save any formulas in this 

format. It is a way of organizing data in a file by splitting each row into blocks. 

 

They also serve two other primary business functions: 
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➢ CSV files are plain-text files, making them easier for the website developer to create. 

➢ Since they're plain text, they're easier to import into a spreadsheet or another storage database, 
regardless of the specific software you're using 

➢ To better organize large amounts of data 

Random Forest Classifier: 

 

Random forest is a supervised learning algorithm. The "forest" it builds is an ensemble of decision trees, usually 

trained with the “bagging” method. The general idea of the bagging method is that a combination of learning 

models increases the overall result. 

 

Simply, random forest builds multiple decision trees and merges them together to get a more accurate and stable 

prediction. 

 

Random forest adds additional randomness to the model, while growing the trees. Instead of searching for the 

most important feature while splitting a node, it searches for the best feature among a random subset of features. 

This results in a wide diversity that generally results in a better model. Therefore, in random forest, only a 

random subset of the features is taken into consideration by the algorithm for splitting a node. You can even 

make trees more random by additionally using random thresholds for each feature rather than searching for the 

best possible thresholds (like a normal decision tree does).Random forest is a supervised learning algorithm. The 

"forest" it builds is an ensemble of decision trees, usually trained with the “bagging” method. The general idea of 

the bagging method is that a combination of learning models increases the overall result. Simply, random forest 

builds multiple decision trees and merges them together to get a more accurate and stable prediction. Random 

forest adds additional randomness to the model, while growing the trees. Instead of searching for the most 

important feature while splitting a node, it searches for the best feature among a random subset of features. This 

results in a wide diversity that generally results in a better model. 

 

Therefore, in random forest, only a random subset of the features is taken into consideration by the algorithm for 

splitting a node. You can even make trees more random by additionally using random thresholds for each feature 

rather than searching for the best possible thresholds (like a normal decision tree does). 

K Nearest Neighbor: 

 

The K-nearest neighbors (KNN) algorithm is a type of supervised machine learning algorithms. KNN is 

extremely easy to implement in its most basic form, and yet performs quite complex classification tasks. It is a 

lazy learning algorithm since it doesn't have a specialized training phase. Rather, it uses all of the data for 

training while classifying a new data point or instance. KNN is a non-parametric learning algorithm, which 

means that it doesn't assume anything about the underlying data. This is an extremely useful feature since most of 

the real world data doesn't really follow any theoretical assumption e.g., linear-separability, uniform distribution, 

etc. The KNN algorithm is one of the simplest of all the supervised machine learning algorithms. It simply 

calculates the distance of a new data point to all other training data points. The distance can be of any type e.g., 

Euclidean or Manhattan etc. It then selects the K-nearest data points, where K can be any integer. Finally, it 

assigns the data point to the class to which the majority of the K data points belong. 

6. Conclusion 

 

We have summed up various kinds of machine learning algorithms for forecasts of coronary illness and diabetes 

infection. We explained different algorithms and pursued tracking down the best calculation by examining their 

highlights. Each calculation has given distinctive outcomes in various circumstances. Further it is examined that 

minimal exactness is accomplished for prescient models of coronary illness, diabetes and thus more mind 

boggling models are expected to build the precision of foreseeing the early those sickness. In future we will add 

more forecasts of sickness with high precision and least expense and complexity.By considering those 

information they can manage their wellbeing and can be prepared to work in concordance and peace. If they 

disregard to screen their wellbeing status the application will advise the worker to manage their wellbeing. 
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