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Abstract: Natural Language Processing (NLP) is a branch of Artificial Intelligence (AI). It is a study of how machines 

understand the language of humans. It aims to build systems that can understand text and perform tasks like language 

translation and classifying a topic. NLP has many applications. NLP tools help to process unstructured data. Question  

Answering (QA) system or information retrieval system falls under the category of NLP. The QA system mainly involves two 

methods, question analysis and answer extraction. Intelligent QA systems have always outperformed the non-intelligent QA 

systems. It is a neural network that is incorporated with the QA system to make it intelligent. Neural networks(NN) are a 

series of algorithms that are used to mimic the operations of a human brain to understand the relationships between data. NN 

can learn by themselves and produce the output that is not limited to the input provided to them. 

Keywords: NLP, Natural Language Processing, Question Answering (QA) system, Neural Networks, Closed Domain QA 
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1. INTRODUCTION 

 

NLP is a branch of AI that assists computers to understand, interpret and manipulate the languages spoken by 

humans. NLP acts as the bridge between humans and computers. NLP helps computers communicate with humans 

in the selected language. For example, NLP makes it possible for computers to read text, hear speech, analyse, 

understand the sentiment, and determine which parts of the text or speech are important. Today’s machines can 

process more data than humans, without weariness and steadily, in an unbiased way. Huge amounts of 

unstructured data is generated every second. We humans have more than 100 languages out of which some are 

very complex and not so easy to understand. Humans express our emotions and feelings in many ways, both 

verbally and in writing. There are hundreds of languages and scripts, but within each language is a unique set of 

grammar and syntax rules, terms and slang. When we write, we often tend to make mistakes. When we speak, we 

have regional accents, also some bilinguals tend to borrow terms from other languages. NLP is a crucial element 

because it helps resolve issues in language and adds useful numeric structure to the data for many applications. 

The major steps involved in NLP is accepting input from the user, processing the input and extracting the entities. 

These major modules are further divided as provided in the image.  

 

Figure 1.Steps involved in NLP 

2. RELATED WORKS 

Question answering (QA) is a computer science discipline within the fields of information retrieval and natural 

language processing (NLP), which is concerned with building systems that automatically answer questions posed 

by humans in a natural language. A QA System, usually a computer program, may construct its answers by 

querying a structured database of knowledge or information, usually a knowledge base. More commonly, question 
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answering systems can pull answers from an unstructured collection of natural language documents. Neural 

networks, also known as artificial neural networks or simulated neural networks are a subset of machine learning 

and are at the heart of deep learning algorithms. Their name and structure are inspired by the human brain, 

mimicking the way that biological neurons signal to one another. 

 

Question Answering systems have been implemented even before the concept of neural networks were used. They 

were either knowledge base related or involved experts answering the questions. A lot of questions are being 

asked in forums and the web. When the number of questions asked were low, it was an easy task for the experts to 

find the questions that they can answer. But as the number of questions asked increased, it is not necessary that the 

questions can be found by the expert without any sorting or forwarding techniques. In (Haiying Shen,2015), the 

questions were asked by the users and the questions were forwarded to other users who seemed to have the same 

common interest as of the category of the question. These questions were forwarded to other users using the 

concept of user interest analyser, question categorizer and question user mapper. Also, the closeness of the user 

with the expert and the answering frequency of the expert was also calculated. The user interest analyser makes 

use of the user profile, analyses it, and creates a vector to mention the interests of the user. The question 

categoriser is used to find the category under which the question comes. For both user interest analyser and 

question categoriser, word net is used. (Yuhua Lin, 2015) Question user mapper decides which expert user the 

question must be forwarded to. It is decided with other factors like closeness of the expert with the user and 

answering frequency. The issue with this model is that there is no factor to make sure that the expert is 

providing the right answer and how effective the answer is. And also there is no mechanism to fight the 

spammers involved in the system. These issues were solved in. They have added a feature of accepting user 

feedback which allows the system to know whether the answer provided by the expert was understandable and 

relevant. It is a reputation-based system which is capable of solving the issues involved. This system forwards the 

questions to the reputed users who are experts in some subject. The reputation is decided based on major factors 

like willingness to answer, reputation score, direct trust and feedback from other users. The willingness to answer 

is calculated based on the ratio of number of questions forwarded to the expert and the number of questions 

answered by the expert. Reputation score is calculated with the help of the feedback received from the users. The 

spam detection system allows to identify and remove spammers involved in the Network. QA system is the 

improvised version of search engines or can be stated as specific search engines because it provides answers in the 

form of URLs whereas QA systems produce direct answers. That is why more focus has been put on developing 

better QA systems that could respond to a large variety of user query. Semantic Web Technology has aided the 

development of such systems from past many years because it could add meaning to the query being asked. 

(Shally Garg, 2016) makes use of semantic web technology along with natural language processing to answer the 

queries of the user which will be regarding the programming language java. The architecture consists of 5 main 

modules : Query Analyzer, Keyword Extractor, Source Ontology, Query reformulation, Query Processing. and 

can be used to provide factoid questions. In [9], the first step is finding the type of question, whether it is a yes or 

no question or a one word answer question or a question that will require sentences to provide the correct answer. 

The ambiguity in the question is also removed to avoid any further problems. The top results from google are 

fetched. (Prakash Ranjan, 2016) All these methods do not involve any sort of memory element or intelligence 

which would have been an added advantage. As technologies like neural networks were found, neural networks 

allow the computer to think and make decisions like a human. The involvement of neural networks in the field of 

question answering has led to a lot of different new methods of question analysis and answer mapping. As the 

concept of neural networks such as DNN, CNN, RNN and its variants like GRU, LSTM and many more, Question 

answering systems are being researched heavily with another added advantage of the advancement in the field of 

NLP. In (Wei-Nan Zhang, 2016) neural networks have been used for query reinforcement using rank-based 

methods to vary the weights of the words or elements using which they are enhancing the question. It is used for 

key concept identification which helps in capturing the semantics. This method is used to extract the features from 

the question raised by the user in order to understand what the user is trying to get the answer for. In previous 

papers there had occurred a lot of issues regarding word mismatch and verboseness. These issues are solved in this 

system using this approach. In (Hasangi Kahaduwa, 2017) the task to be performed is divided into 2 parts, 

question identification and answer search in the knowledge base. Here, the knowledge base is regarding the travel 

domain. So, this falls under the category of closed domain question answering system. Rule based approach has 

been used in whereas rank-based method was used. A machine learning approach has been used to identify the 

question with the help of syntactic and semantic features. Answer retriever from the knowledge base is performed 

using a rule based approach. This approach involves filtering the answers from the knowledge base to provide the 

most relevant answer. Dynamic memory network (DMN), a neural network architecture which processes input 

sequences and questions, forms episodic memories, and generates relevant answers is the concept used in (Lei Su 

2019)]. The memory element allows us to enhance the quality of the answers provided. The added memory and 

reasoning ability also plays a major role in answer selection. Entity linking is the task of assigning a unique 

identity to entities mentioned in text. Using entity linking, the answer selection process can be simplified. Then 
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the question answer pair is sent to the dynamic memory network for a final answer. 

 

As per mentioned in, it has the best matching aggregation framework and is capable of giving answers with higher 

accuracy while compared to other Knowledge Base Question Answering (KBQA) systems. It provides an optimal 

matching result between questions and candidate answers based on sequential matching and by choosing the 

most useful context of candidate. They have incorporated question-specific contextual relations connected to a 

candidate to enhance its representation, where we use attention mechanisms to weigh the relations based on their 

relevance to the question . Whereas in the weights of the words or elements are used to enhance the question. 

Even though the model proposed in performs better than the rest of the KBQA it still cannot work with complex 

questions. The questions asked by the user will be processed by the question answering system. The input 

provided will be in the form of text or speech. If it is in the form of speech, it has to be converted to text before the 

analysis begins. 

 

A lot of approaches have been implemented and suggested for the smooth conversion of speech to text. It deals 

with the conversion of emotional speech to text. Emotional speech is a little difficult to convert to text as the 

person might be talking in a higher pitch or even elongate the words. Under such conditions, a common system 

might not be able to understand properly. The system proposed in can work efficiently under such situations. Even 

though the accuracy is not very remarkable the system was capable of providing an accuracy of 75%. In , the 

proposed system can extract the speech even though it was delivered in a noisy environment. The RNN used has 

also played a major role in providing an accuracy of 74 - 75%. As per our understanding, while comparing all the 

existing approaches, it is obvious that there are some sort of issues related to question analysis or answering. It is 

capable of providing better results than any of the above discussed papers. It cannot provide answers when 

complex questions are asked but the approach used in allows it to extract the entities in the question easily and 

provide the most relevant answer using the transformer based neural network which has Bidirectional Long Short 

Term Memory algorithm (BiLSTM) as the backbone. Transformer based feature extractor is used for question 

extraction. This approach is implemented for the dataset WikiQA. WikiQA is a publicly available set of question 

and sentence pairs, collected and annotated for research on open domain question answering. WikiQA is 

constructed using a more natural process. Eventhough It is capable of providing answers, there are some situations 

where it cannot provide the right answers. State-of-the-art machine learning algorithms seem to provide better 

results. The same approach can be applied on closed domain question answering systems using different data sets 

and is also capable of providing better answers. 

 

3. PROPOSED SYSTEM 

The proposed system is a closed domain question answering system focusing mainly on the educational domain. 

A question answering system accepts questions from the user, extracts the entities from the input, searches for 

answers in the database and provides the most relevant answer. This question answering system provides answers 

for all questions related to the topics provided in the NCERT text books. One of the major drawbacks of the 

existing question answering systems is that they are not capable of providing answers according to the level of 

understanding of the student. The proposed QA system will first find the class in which the student is studying in 

and then answer his or her questions according to the content in their textbook. This will be one of the major 

advantages of this model over the existing question answering systems available. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2.Architecture 

3.1 Login 
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This is one of the most basic modules. Only the class selection happens in this module. As soon as the user has 

opened the application, they will be asked to enter the class that they are currently enrolled in, this allows it to load 

the required model from the range of trained models available. When features like profiles are added, separate 

login with authentication will be included. If the user wishes to view the contents of another class, he or she can go 

back to the login part and change the class. 

 

3.2 User Input 

Any information or data sent to a computer for processing is considered input. Input or user input is sent to a 

computer using an input device. The proposed model is a question answering system capable of receiving queries 

from the student and providing answers accordingly. So, it is necessary that it gets an input from the user to 

provide answers. The question answering system will accept inputs in 2 forms, text and audio. Input given in text 

format can be processed easily and head to the next step. But it is not the same for audio input. The audio is 

processed to extract the message out of it. This process is known as speech recognition, the process of extracting 

words or sentences from audio. Now that the message or query is extracted, it can move to the next step or next 

module. 

 

3.3 Question Analysis 

After extracting the query successfully, the next step is to find what the user wants to know. The text is thoroughly 

analysed to find what the user is trying to know. The answer to ‘ When is Independence Day’ and ‘ What is 

Independence Day’ is completely different. The question changes completely when ‘When’ is replaced with 

‘What’. Finding the main keyword, which is Independence Day’ in this example, and then retrieving a general 

definition will not be useful. This is the reason why the message is analysed thoroughly to find what exactly the 

user is trying to find about. The main entities are extracted and analysed to know what kind of answer the user 

wants to know about. 

3.4 Answer Extraction 

The question is known and now is the time to find the right answer. As mentioned above, it is necessary to make 

sure that the best answer is being provided to the user. This step involves finding the appropriate answer. The 

knowledge base will have a lot of other information and the task is finding the most relevant and best answer 

available in the knowledge base. Here, we will be using a transformer based model for the process of extracting 

the answer. The Retriever is a lightweight filter that can quickly go through the full document store and pass a set 

of candidate documents to the Reader. It is a tool for sifting out the obvious negative cases, saving the Reader 

from doing more work than it needs to and speeding up the querying process. 

 

3.5 Output 

Now that the answer is obtained, it is time we provide the user the same. The information given back to the user 

after all the steps of various levels of processing is called output. Just like the input, the output can be given in 2 

formats, Audio and Text. Output in textual format would not be much of a task. If the output is to be given in 

audio format, the text will have to be converted to audio, which should sound like someone is reading out the 

answer to them, just like the different chatbots and assistants like Alexa and Siri does. 

 

4. CONCLUSION 

There are a lot of questions answering systems available, open domain and closed domain. Open domain question 

answering systems are capable of answering questions related to any domain whereas closed domain question 

answering systems deal with answering questions related to a particular domain. This paper majorly focuses on 

building a closed domain question answering system for the school going students who follow the NCERT 

syllabus. One of the main advantages of this model is that it is capable of answering questions according to the 

class which the student is studying in and also ensures that the student is given an answer in his or her textbook 

rather than providing them with answers which they might not be able to understand. 

This model answers questions related to the topics given in the NCERT textbook. The same model can be used for 

different syllabuses but will have to be trained with their respective data which is the data in the textbooks. This 

paper deals with textbooks where the content is provided in English. The same QA system can be enhanced to deal 

with question and answering in other languages other than English. Another feature that can be added is providing 

the answers in the language selected by the user. The same application can be connected with the school software 

and be used to view the details like attendance, fee due, etc. By adding all these features, the application will 

be of great use to the students. 
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