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Abstract: Mobility has recently sparked a lot of interest, as users' demand for more reliable connections and 

higher service quality has risen. In mobile networks, effective estimation of consumer mobility allows for 

efficient resource and handover management, preventing undesirable loss of perceived efficiency. As a result, 

predicting mobility in wireless networks is important, and several studies have been conducted on the subject. 

The importance of mobility prediction is discussed in this paper, as well as its inherent attributes in terms of 

predictability of the node movement, outputs of the prediction, and evaluation metrics. Furthermore, the learning 

perspective of mobility prediction solutions has been explored.This work outlines a similarity estimation based 

approach to mobility prediction. To obtain a time series of past measurements, each node tracks the Signal to 

Noise Ratio (SNR) of its wireless connections with the other nodes. When a prediction is requested, the node 

uses the collected training data to calculate the normalized cross-correlation function of the recent past in order 

to identify situations similar to the current one in the background of its relations. The matched records are then 

utilized as the prediction's basis. 
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1. Introduction 

In mobile networks, mobility is an intrinsic function of nodes, and it includes several high priority issues in 

mobile networks, including handover, regulateddata transmission, dimensioning of signaled network, regular 

location update, registration, and managing network with multiple layer [1]. 

Mobility is a significant gain for user convenience, but it can also be a significant drawback if not properly 

handled. Furthermore, as tiny networks become a common function of the fifth-generation mobile system (5G), 

the effect of device dynamic movement increases as the cell transmission radius shrinks [2]. As a result, 

versatility has gotten a lot of attention in academia and business, where there are still a lot of problems to solve. 

Implementing mobility prediction [3] is an effective way to handle mobility and preserve connectivity 

between the nodes. The ability to predict a user's next cell or even the direction they will follow in the future 

mobile network system [4] is crucial. Mobility prediction systems in mobile networks are grouped into three 

categories: handover handling, resource management, and location sensitive applications. 

The effect of handover poses one of the most common problems for mobile networks. When a node leaves a 

transmission area but is unable to connect to the neighboring nodes smoothly, inappropriate delays or even call 

dropping events can occur, necessitating proper handover management [5]. Furthermore, the introduction of a 

passive resource reservation policy [6] is the primary way to ensure continuous data transmission without having 

to reserve a significant number of nodes and other communication devices across the entire network. 

This strategy will reserve a certain portion of available bandwidth that are likely to be accessed by nodes, 

eliminating the need to reserve bandwidth across the entire system and thereby saving a large amount of 

resources. Furthermore, if the network can correctly predict nodes' further movements, certain location sensitive 

contents that are strongly correlated to nodes are transmitted, and the network would be able to predict traffic 

conditions and design more effective plans.  

Prediction of node location can be described as a tool that predicts where users will be in the future. But, 

forecasting a network node's future position is challenging, mainly in the view of a network. A general 

architecture for implementing mobility prediction is presented in this survey and can be divided into four 

components, as shown in Figure 1. Source of the data, necessary information, algorithms used for prediction, 

prediction outputs, evaluation metrics, and application categories are the components. 
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Figure 1.Flow of information in Mobility Prediction 

A pattern matching-based prediction algorithm was introduced in this work. Such an approach to for 

predicting the mobility of the network node is efficient when compared to most of the existing methods use 

linear predictive models which accepts localization information from hardware components, such as GPS 

devices. The Signal to Noise Ratio of the links is monitored constantly track the movement of a node while 

preventing the use of specialized hardware. 

2. Related Work 

Mobility prediction has been thoroughly researched over the last two decades with the aim of predicting 

users' potential locations and enhancing their QoS. These studies use a range of techniques to accomplish 

different aims, such as managing hand-over, managing network resources, and LBSs. Because of the diversity of 

this area, several surveys focusing on various topics have been created.In mobile networks, users' versatility is an 

intrinsic feature. It's important to have a better understanding of how users navigate around. It's vital for any 

investigation in which the relative locations are relevant. The value of accessibility users cannot be overstated. 

Understanding and utilizing user mobility are two major obstacles in communication systems. Mobility 

forecasting is important for building successful communication networks. 

In [7], emerging geo-location prediction solutions in the view of node mobility were provided. Similarly, in 

[8, 9] looked at a number of large-scale data mining applications but concentrated on providing a short overview 

of the field of trajectory data mining. The work proposed in [10] examined and evaluated proposed methods for 

localization, path tracking, and time-series prediction techniques that can be used to predict a vehicle's future 

position in vehicular ad hoc networks rather than conventional mobile networks.  

Even [11] provides a brief overview of mobility prediction or location estimation which focuses on 

processingnode trajectory movement data. This paper, like [5] utilizes the idea of node mobility estimation and 

addresses various traditional and unconventional methods that take into account pre-reservation of resource to 

ensure nodeconnectivity and boostQoS innetwork. However the proposed methods in [5] looked at current 

methods for handling the request and failed to exhibit a full image of mobility prediction, such as which outputs 

are important for prediction and the parameters need to be utilized for accurate prediction. 

3. Proposed Mobility Prediction 

The problem of mobility prediction's basic structure is represented in Figure 2. The state observation role is to 

maintain record of the node's mobility state. Through doing so, it guarantees that the first assumption, the 

observability of the mobility condition, is satisfied. Its input is extracted from the input space, which is defined 

by a set of parameters. The prediction component uses the Observer's output as an input. If the parameters vary 

from the input essential for the Predictor, the Observer must perform a mapping of the parameter. 
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Figure 2.Block Diagram of Mobility Prediction 

The input space is created by the difference in the time of arrival determined from the signals sent from three 

satellite sensors (see [13] for an explanation on how GPS works). The predictor requires a geographic location, 

so the GPS system must perform a conversion, which is the real phase of GPS geo-location. When the estimated 

RSS is the input and series of RSS measured values are given as output, the Observer must save the past values 

and rearrange them to form a time series so it can be sent to the predictor component as areference mapping of 

the input to the output. 

3.1. State Prediction 

The Predictor is the first of two main tasks that make up the prediction portion. The Predictor is the model of 

the system that estimates the location of the nodes. The Observer and the parameter estimator, the second 

component of the forecast, provide inputs. The location predictor takes the training data from the first part as 

input and computes a set of device model parameters from it. Assuming a linear model of a node's movement as 

a basic example where the device model includes the real geo-coordinates as input and the velocity and 

acceleration as argumentsfor linear prediction of node location. As a consequence, the estimator component takes 

a series of estimated coordinates, calculates the speed and the node movement direction, and transfers these 

values to the model as parameters. The linear model will predict the node's future location using these attributes 

and the real position as data. 

Constructing a linear model of the node mobility simply means predicting that the nodes will continue to 

travel in the same direction and at the same speed as they are now. In mobile ad hoc networks, determining the 

current speed and location of the nodes typically necessitates the use of specialized hardware, such as a GPS 

system. This approach has been used in a number of mobility prediction algorithms anddifferent schemes for 

improving routing protocol performance using mobility prediction are proposed in this method. The expiration 

time of a link is determined assuming that both ends of the link have GPS location information. The amount of 

time two mobile hosts can remain connected can be determined using a simple formula assuming a free space 

radio propagation model, where the received signal intensity solely depends on the distance between sender and 

receiver: 

𝐷𝑡 =  
−(𝑎𝑏 + 𝑐𝑑) +  √(𝑎2 + 𝑐2)𝑟2 − (𝑎𝑑 − 𝑏𝑐)2

𝑎2 + 𝑐2
 

where𝑎 =  𝑣𝑖𝑐𝑜𝑠Θ𝑖 − 𝑣𝑗𝑐𝑜𝑠Θ𝑗 , 𝑏 =  𝑥𝑖 − 𝑥𝑗 , 𝑐 =  𝑣𝑖𝑠𝑖𝑛Θ𝑖 − 𝑣𝑗𝑠𝑖𝑛Θ𝑗, 𝑑 =  𝑦𝑖 − 𝑦𝑗  

The physical environment is one of the most significant factors that affect the node's behaviour patterns. 

Nodes in a network area typically move in and out of a specific zone. Another physical limitation is that they can 

never travel faster than 2 meters per second.A lazy learner can construct a local model of the relation by looking 

for similar trends in the background and predicting that the nodes will replicate their actions with a high 

probability based on the available time series of the parameters including the speed, moving direction and the 

SNR. 

One advantage of using the SNR as a measure of a node's mobility state is that it is easy to calculate. For 

example, in 802.11 wireless LAN network interfaces [12], the firmware and driver generally provide some 

measurements of signal intensity and background noise observed on the channel.  

The parameters that the Parameter Estimator can pass on to the model portion of the location prediction 

algorithm are references to previous instances of a similar situation. The training data and the question are the 
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pieces of information it gets from the state observation. The Parameter Estimator's role is to find patterns 

identical to the question in the training data. To do so, a distance measurement between the question and the 

previous measurements is needed. 

The squared Euclidean distance motivates the use of cross-correlation for pattern recognition [13]. At 

times𝑚 . . . . (𝑚 + 𝑜), the squared Euclidean distance between the query 𝑞 and the piece of training data 𝑡𝑗,𝑘 is 

expressed mathematically as 

𝑑𝑞,𝑡𝑗,𝑘
2 (𝑚) =  ∑[𝑞(𝑖) − 𝑡𝑗,𝑘(𝑚 + 𝑖)]2

𝑜

𝑖=1

 

When a node has 𝑘neighbors, 𝑘normalized cross-correlation functions are created. 

4. Experiments and Results 

The algorithm was implemented in the network simulator ns-2 so that a large number of experiments could 

be performed to assess its accuracy and effect on server (node which executes the prediction) selection.The 

Random way point mobility model, which is essentially a set of rules for how nodes should behave, was used. 

The advantage of this approach is that it allows large numbers of node trajectories to be used for simulation 

without having to conduct detailed measurements in real-world scenarios. 

4.1. Performance Metrics 

In the current literature, different methods and performance metrics are used to estimate device mobility. This 

section focuses on the concept of the main performance indicators (KPIs) that are used to measure the efficacy of 

the proposed strategies and schemes. Metrics are divided into two categories: measurable metrics and application 

metrics. Application metrics are used to describe the performance of the application of the prediction outcome, 

for example, handover dropping probability and new call blocking probability. Observable metrics can be 

derived directly from the prediction result, such as prediction accuracy and deviation error. 

4.1.1. Prediction Accuracy 

The most widely used performance metric for evaluating whether a forecast is reliable and whether the 

approach used is correct is prediction accuracy. As shown below, prediction accuracy is commonly defined as 

the ratio of correct predictions to total predictions. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑖𝑛𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 =  
𝑛𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑡𝑜𝑡𝑎𝑙𝑛𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
 

Since authors may have different meanings of prediction accuracy, the criteria for accurate predictions varies 

across literature. For example, contrary to common belief, a good prediction is one in which the predicted state 

(cell, location, and so on) matches the user's actual state. In [56] prediction accuracy was defined as the ratio of a 

trajectory sequence's hit rate and the length of points in the predicted sequence (the value is set to 1 if the 

Euclidean distance between a predicted point and corresponding practical point is less than a threshold). 

4.1.2. Deviation Error 

It can be difficult to tell whether a prediction is right or not at times. As a consequence, the deviation error is 

used to calculate the average magnitude of errors in a series of predictions without taking into account their 

direction. For example [16]has given the following concept of deviation: 

𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 =  
1

𝑁
∑ 𝑑𝑖

𝑁

𝑖=1

 

𝑑𝑖 =  √(𝑥𝑖.  𝑝𝑟𝑒 − 𝑥𝑖,   𝑝𝑟𝑎)
2

− (𝑦𝑖.  𝑝𝑟𝑒 − 𝑦𝑖,   𝑝𝑟𝑎)
2
 

Where dIrepresents the Euclidean distance between the predicted and actual location of the node, and N 

denotes the count of predictions. In the same way using the speed and position of the node Root Mean Square 

Error (RMSE) can be estimated [17] which can be used to analyze and evaluate the similarity between the 

predicted and actual trajectory of the node which can be expressed mathematically as  

𝑅𝑀𝑆𝐸 =  √
1

𝑘
∑ (�̂�𝑘 − 𝑥𝑘)2

𝑘

𝑚=1

− (�̂�𝑘 − 𝑦𝑘)2 
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where𝑘 denotes the number of iterations. 

 

Table 1. Performance Evaluation under various node velocity 

Node 

velocity 

(m/s) 

Prediction 

Accuracy 

in % 

% of 

Deviation 

Avg. RMSE in 

Parameter Estimation 

0.25 96.8 8.2 2.4 

0.5 95.2 8.6 3.4 

0.75 94.3 8.9 4.2 

1 93.8 9.1 5.1 

1.25 93.5 9.3 6.2 

1.5 93.2 9.4 7.5 

1.75 92.8 9.6 8.6 

2 92.5 9.8 9.1 

 

Table 2. Performance Evaluation under various nodePause Time 

Pause 

Timein 

seconds 

Prediction 

Accuracy 

% of 

Deviation 

Avg.RMSE in 

parameter Estimation 

1 97.2 7.9 2.6 

1.5 96.5 8.2 3.9 

2 95.6 8.4 4.4 

2.5 94.3 8.9 5.3 

3 93.8 9.2 6.4 

3.5 93.2 9.6 7.9 

4 92.6 9.8 8.8 

4.5 91.7 9.9 9.5 

 

 

5. CONCLUSION 

The Signal to Noise Ratio of the links is constantly controlled in order to observe the mobility state of a node 

while preventing the use of dedicated hardware.The algorithm was implemented in the network simulator ns-2 in 

order to validate it. It was possible to find optimal choices for certain algorithm design parameters, such as query 

order and match threshold, using this implementation. The obtained predictions for different node speeds and 

pause times, as well as the Random Waypoint model, were shown to be rational.If the expectation of being able 

to localise nodes using localization hardware is dropped, mobile ad hoc networks become a difficult area for 

mobility prediction.The only thing left is to concentrate on relative distances between nodes since there are no 

fixed points in the network with known positions. The discussed algorithm is able to cope with this challenge and 

predict changes in the network topology by using the SNR as a measure of distance, not in geographical space 

but in ‘signal space. 
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