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Abstract: In recent years, with adverse development of technology leads to several security breaches. To withstand 

those security threats and breaches especially for cyber attacks resources are optimized with improved network 

lifetime. Those security challenges are lead to confidentiality, privacy, integrity and availability. To prevent 
cyberattacks artificial intelligence-based technology is evolved. To adopt appropriate cybersecurity wireless 

communication systems are intended to withstand threats and challenges. This paper, presented a deep learning-

based classification technique for cyber attack detection. Deep learning structure involved in attack detection with 
proposed AdaBoost Regression Classifier (ABRC). The proposed ABRC with deep learning involved in estimation 

of attacks in the network security with deep learning structure.  The proposed classifier model is involved in 
estimation of threats. The developed algorithm integrates AdaBoost and Regression classifier for threat detection 

and classification. The performance analysis expressed that proposed ABRC exhibits significant performance for 

cyber-attack detection than the existing deep learning technique. 
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1. Introduction  

In the time of cybercrime damage losses by 2021, cyberattack is a critical issue, with a rise from 57.4 

days to 93.2 days in the last two years [1]. Intrusion has averaged 6 trillion dollars a year for intrusion survey. The 

smart cities world market in 2017 is worth $40.1 trillion and their growth is projected to come to $97.9 billion by 

2026[2], based on a study by Navigant Research. Most network consumers benefit from a variety of factors from 

the continued growth and widespread usage of the Internet. In the meantime, the widespread use of networks[3] 

makes network protection much more critical. 

Security of the network is directly connected to computers, networks, systems, different data etc. in 

defense of unwanted entry and alteration. But in Finance, Electronic commerce and military, the increasing number 

of internet-connected systems make them targets for network attacks which lead to great risk and damage[4]. 

Essentially, powerful techniques to track and protect attacks and sustain network protection need to be provided. 

Also, it is normally important to process various kinds of attacks in different ways[5]. The key challenge in the 

field of network security, especially those unprecedented attacks, thus becomes how to distinguish various types 

of network attacks [6]. 

In recent years, researchers have used different types of ML approaches, without understanding their 

comprehensive characteristics, for classifying network attacks [7]. However, owing to their shortcomings in model 

complexity, conventional machine learning approaches are not capable of supplying distinctive attribute 

descriptors to characterize the issue of attack detection[8]. Through simulating the human brain with the layout of 

neural networks, which are called deep learning approaches for their general deep layer architecture to solve 

complicated problems, ML made a great breakthrough[9]. Google's AlphaGo is among these popular applications 

one of the strongest experiments for "go" play, which requires the intensity and strength of a standard deep learning 

structure, i.e. convolutionary neural networks[10]. 

Since deep learning is complicated in its original architectures and domain-oriented implementations, this 

paper is written to illustrate this to those who use deep learning approaches to research in the field of network 

security[11]. Using deep learning techniques, there is essentially a quantity of prior work focusing on attack 

detection. Including several analyses of literature, deeper learning on attack detection has been done. This paper, 

proposed a AdaBoost Regression classifier for cyber attack detection and prevention. The proposed algorithm 

involved in integration of both classifiers for improving accuracy and cyber attack prevention. The simulation 

analysis expressed that proposed ABRC exhibits improved cyber attack prevention mechanism compared with 

existing deep learning techniques.  

2. Related Works 

Cyber attack identification has been covered in detailed literature. The Bagged Tree and Gentle Boost 

have been compared with Ensemble machine learning methods for unbalanced data sets and are higher precisions 

and ROC values than other tree-related values [12]. [13] shows that the PCA is highly effective in distinguishing 

against KDD-99 and NSL-KDD data sets against cyber threats and regular Internet queries. The experimental 

findings also revealed the LDA error, which specifically has a weak covariance matrix estimation. In [14], 

accumulated entropy detection to filter Denial of Service attacks that are a big communication system issue. A 
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high detection accuracy and a low false positive rate were displayed in the results. The findings have increased 

efficiency using the entropy field in the packet header via other detection approaches. 

In [15], the Support Vector Machine (SVM) solution has been applied, which is a master training system 

(ML) which can supplement and reduce the efficiency of intrusion detection systems. A new technique for creating 

new identification rules was introduced in[16], which could distinguish both typical and unusual forms of attacks. 

Using the KDD-99 and NSL-KDD datasets, the efficiency of the DFEL system outperforms other traditional ML 

methods, however the UNSW-NB15 dataset, which is more dynamic and represents current internet traffic, still 

needs to be enhanced [17]. In [18] a range of reading materials are presented that explain the fundamental 

knowledge and history of the development of profound knowledge methods and their subsequent attack detection 

applications. 

In [19] the focus is on illustrating strategies for attack prevention, malware analysis and spam detection 

related to intrusion detection. In their work[20], the study primarily in-depth learning approaches to ensure that 

the Internet of Thing technology has a good picture of different forms of cyber threats and their respective methods 

of identification. In [21], the study status of an intrusion detective system was subsequently evaluated and analyzed 

in four key datasets focused on deep learning techniques. They also study the related publications using the 

keywords "deep knowledge," "invasion" and "attack" in a systemic literature review that provides researchers with 

a large array of data history. Data is critical for the detection of intrusion [22]. In [23], 35 renowned network 

datasets were also identified and categorized into seven categories. They implement seven present models for each 

cypress where the accuracy and fake alarm rate based on the CSE-CIC-IDS2018 and the Bot-IoT are measured 

and compared. All the review papers, such as security programs, datasets, and databases, actually have their focus. 

In comparison to former approaches, our paper is focused on deep learning models and thus focuses on the methods 

of detecting attacks based on various deep learning architectures. Furthermore, we have a rational analogy and our 

specific review of the results of benchmark-based methods. In [24] applied the fuzzy clustering technique to 

generate different training subsets. As a result, training different neural networks on different training subsets could 

outperform some traditional machine learning algorithms such as decision tree and Naive Bayes. 

3. Deep Learning Feature For Cyber Attack Classification 

Deep learning consists of supervised and unsupervised learning methods and is based on several layers 

of artificial neural networks. The activation feature of each layer involves several neurons used for the processing 

of non-linear outputs. The approach is inspired by the brain's biological neuron structure but is closely connected 

to the patterns of information processing and coordination in the natural nervous system. Via the use of a 

hierarchical multi-level learning technique, deep learning algorithms extract significant abstract representations 

from raw data. The higher-level characteristics are more general and nuanced and are based on fewer abstract 

principles. The attributes in the lower stage of the learning hierarchy are representative. The complicated and high-

level members are therefore essential as inputs for a regulated predictor. In figure 1 presented about overall 

architecture of deep learning  

 
Figure 1: Architecture of Deep Feature Learning (DFL) for Attack Detection 

The DFL approach was inspired both by the recent progress of transmission education in the area of visual 

categorization and word integration research. Figure 1 shows DFL architecture. The control value (from 0 to 1) 

must be calculated in III-A to match the training intensity and precision of prediction. Training data for the deep 

neural network are described. In the pre-trained profound learning network, embedding functions for small data 

sets with similar distributions have been developed. By using the high-level representative functions, however, 

limited data sets can take advantage of large volumes of data, as this can allow conventional master training 

classifiers to minimize their prediction time and improve detection accuracy. 
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3.1 Dataset for CyberAttack 

This paper aimed to evaluate the attacks presented in the IDS system CICIDS 2019. Those are similar to 

UNSW-NB 15, KDD cup 19, and CICIDS 2017 dataset. IDS attack identification all features are not required, due 

to increased time for processing this reduces efficiency and accuracy. To overcome this limitation pre-processing 

in IDS is performed to eliminate redundant data for the optimal subset. Further pre-processing eliminates irrelevant 

features of the dataset for the original dataset without interfering with computational cost and accuracy. For 

reduction of dimensionality feature selection is adopted in Intrusion detection for simplification and time taken for 

dataset training. In figure 2 overall architecture for proposed deep learning classifier is presented.  

 
Figure 2: Overview of Deep Learning Architecture 

The extraction of pre-processing is performed for collected data for attack extraction for minimal data 

dimensionality. Redundancy of irrelevant data involved in the reduction of feature selection. IDS features are 

selected based on three categories such as embedded model, filter, and wrapper. This research proposed a 

sigmoidal based ABRC approach for the learning process. The classification is performed with consideration of a 

few features such as training and testing dataset with the constraint of characteristics of data in terms of correlation 

effect, dependency, distance, and consistency. For identification of features of the cyber system utilizes the 

wrapping approach. In table 1 presented about distributed dataset for proposed ABRC.  

Table 1: Dataset Distribution 

 Data Distribution Count 

 

 

 

Training Set 

Normal activity 67,343 

Anomaly 58,630 

DoS 45,927 

Probe Attack 11,656 

U2R (User to Root) Attack 52 

R2L (Root to Local) 995 

 

 

Testing Set 

Normal activity 9,710 

Anomaly 12,834 

DoS 7,458 

Probe Attack 2,422 

U2R (User to Root) Attack 67 

R2L (Root to Local) 2,887 

Due to large number of data dimensionality model filter are applied. For computation of intensive factor proposed 

sigmoidal ABRC classifier involved in dataset processing by use of evaluation model for processing. For 

evaluation of relevant features data are integrated for minimal range. In figure 3 presented about deep learning 

mechanism for ABRC classifier performance.  
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Figure 3: Deep Learning layer for ABRC 

The configuration of constructed sigmoidal ABRC incorporates three different logs and data traffic those 

are all client logs, client configuration and attack logs. The selected CICIDS 2019 dataset consists of 14 attributes 

in which 12 attributes are utilized in this research those are presented in below table 2. The selected CICIDS 2019 

dataset contains 172839 instances among those 153026 are used for analysis. The attributes for selected 

CICIDS2017 dataset were presented in below Table 2.  

Table 2: CICIDS2019 dataset attribute Selection Features 

AdaBoost classifier performs effectively for identification of weak learner. Using training can identify 

strong classifier and using binary classification error are estimated. Through identification of weak learners 

AdaBoost improves the classification accuracy. This algorithm is based on the consideration of decision tree with 

consideration of various levels. The AdaBoost equation considered for this research is presented as follows in 

equation (1):  

                                          (1) 

Accuracy of classification is improved through integration of logistics regression with AdaBoost 

classifier. Generally, both classifiers perform binary and multiclass performance. Here, regression approach 

involved in prediction of logistic function, where those values are lies between 0 and 1, which means values below 

0.5 are considered as 0. The general logistics equation considered are presented as follows in equation (2): 

                                                   (2)
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Name of Attribute for CICIDS2019 

dataset 
Description of attributes in CICIDS2019 dataset 

Src IP IP address of the network address 

Src Port Port Source address 

Dest IP Destination network IP address 

Dest Port Port Destination 

Proto Protocol of Transport Layer 

Date first seen Data flow in-network for first time 

Duration Total flow duration 

Bytes Transmitted bytes count 

Packets Transmitted packets count 

Flags TCP flags concatenation 

Class 
Identification of class label whether normal, attacker and 

suspicious 

Attack Type Identification of attack type 

Attack ID Evaluation of attack id for class identification 

Attack Description Description of identified attack in the network 
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This research intended to develop an efficient classification approach with identification and prediction 

of attacks in IDS. Here, logistics equation identified through regression model is utilized for deriving sigmoidal 

function incorporation with AdaBoost classifier with reduction of computational time in the process. Even though 

the developed sigmoidal based ABR approach is aimed to improve security of IDS, computational time also needs 

to be reduced with increased accuracy. Hence, this research for mathematical derivation chain rule and maximum 

likelihood property is integrated. The equation obtained after application of both properties are presented as follows 

in equation (3):  

                                               (3)
 

Then simplified equation is presented as in equation (4),  

                                                      (4)
 

For P maximum likelihood estimation is performed and presented as in equation (5) and (6),  

                                            (5)

 

                            (6)
 

For classifier negative terms will not be integrated hence removing negative terms on both sides of equation (7),  

                                                          (7)
 

Now,  

4. Results And Discussion 

The developed approach incorporates AdaBoost and regression classifier for conversion of attacks either 

0’s and 1’s. Sigmoidal function improves the attack classification rate through which attack can be able to classify 

attacks in the network. With inclusion of sigmoidal approach CICIDS 2019 datasets are classified as training and 

testing dataset. Through classification dataset are involved for testing is provided as input for developed as 

classifier. Table 3 provides dataset for training and testing classification.  

Table 3: Classification of training and Testing Data 

Data 

Classes 

Normal 

activity of 

network 

Anomaly 

detection in 

the network 

Identificatio

n of DoS 

Evaluatio

n of Probe 

Evaluati

on of 

U2R 

(User to 

Root) 

Evaluati

on of R2L 

(Root to 

Local) 

Training set 66,586 51,2622 42,455 10,7655 46 856 

Testing set 8,456 11,152 6,7655 2,756 61 1,657 

In table 4.1 provides data classified for consideration of attack in the collected CICIDS 2019 dataset. The 

collected dataset consists of 4 attacks such as DoS, U2R, R2L and Probe attack. This implies that collected dataset 

includes both insider and outside attack, which in turns improves the proposed system performance. Based on the 

classification of attacks training data and testing data were implemented as shown in figure 4 and 5.   

 
Figure 4: Training Set for CICIDS 2019 
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This research uses integrated classifier with sigmoidal function hence regression classifier for CICIDS 

2019 includes classification of actual and predicted class. Based on the consideration of regression model 

AdaBoost approach is involved in classification of attack in the network. Figure 4.3 provides classification of 

testing data for selected dataset CICIDS 2019. In that figure it is observed that among the coverage range of 100 

meters of WSN huge amount of training data was observed in 0 meters. Apart from the selected region minimal 

range of dataset was observed.  

 
Figure 5: Testing Data set Classification 

It is necessary to estimate the dataset utilized for testing of dataset for the proposed approach. The 

developed model uses CICIDS 2019 dataset for classification of attack dataset for identification of attacks in the 

network. The above figure 5 provides the graphical representation of classified testing data utilized for 

classification of attacks in the network. In figure 5, red dots illustrated the training data and blue dots indicate 

testing data. As shown in figure 4 training data were spread till 40 and testing data were observed till 60. In figure 

6 presented about deep learning feature for error estimation.  

 
Figure 6: Error Estimation 

After processing of dataset utilized CICIDS 2019 dataset error rate are estimated for classification of attack. 

The proposed approach estimate weak classifier with utilization of AdaBoost approach. For the presented dataset 

error rate is observed as 0.275 for the weak classifier number of 2. After that weak classifier count with minimal 

error rate of 0.1. Figure 7 estimate the training error value to minimal rate.  
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Figure 7:  Testing Error estimation 

The above figure 7 offers testing error rate observed for developed CICIDS 2019 dataset. For the weak 

classifier error rate is observed as 0.29 and for another classifier count it is reduced.  

4.1 Evaluation Metrics 

The main objective of this section is to test ABRC detection time and precision. The detection efficiency 

is also presented by authors in algorithm 1. The assessment criteria are important to determine the right method 

for identifying cyber attacks. TP refers to the correct detection of intrusion, and FP means that normal traffic is 

considered a cyber attack. TN is accurately defined as regular traffic and FN is a failed disclosure of intrusion. The 

findings of the tests use the following efficiency measures. 

Accuracy: The metric assesses the percentage of correctly categorized internet traffic. It is a fraction that is 

divided by the total number of instances in the dataset. 

Recall: This calculation represents the capacity of the classifier to detect cyber attacks, also known as 

sensitivity, which is critical. 

Precision: This metric relates to the capacity of the classifier to unconditionally satisfy the normal request, 

also called specificity. 

Processing Time Change:  Time of detection is depends on training and testing time. Time shift (TC) is 

defined as the fraction of the detection time of the classifier without ABRC (T) minus the detection time of the 

classifier after ABRC, divided by the processing time without ABRC. 

In table 4 presented about deep learning ABRC with existing classification model. The analysis is based 

on consideration of different performance metrics.  

Table 4: Overall comparative analysis 

Model Accuracy Precision Recall Processing time (sec) 

Gradient Boosting 89.63 87.57 89.36 112 

k-nearest neigbour 90.13 89.89 90.73 70 

Decision Tree 91.48 91.86 91.94 80 

Logistic Regression 91.45 93.56 90.78 63 

Support Vector Machine 93.78 93.68 94.78 47 

ABRC 95.87 95.93 96.74 33 

In figure 8 overall comparative analysis of proposed ABRC classifier with existing classifier is presented.  
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Figure 8: Comparative Analysis 

5. Conclusion 

This paper proposes an ABRC for real time cyber attack detection, a new deep learning approach. This 

approach's central concept is to map the initial low level to a high standard r(r < d). The consequence in our 

experiment presents the power of high precision and significant savings in time. With proper settings the IDS will 

adjust detection time and performance. This method may also be used in a situation where vast quantities of data 

are present and where the real time forecast is required. This approach will be implemented for actual equipment 

to deter cyber attacks in our future work. In reducing data dimensionalities, we will aim to boost the ABRC's 

ability. 
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