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ABSTRACT: Handling large volume of data seems to have attracted by number of IoT researchers due to its 

increased number and volume of data generation. Growing size of data is more complex to handle which might 

consists of both relevant and irrelevant data even though they are collected from the same kind of IoT devices. 

This large volume of data handling can be improvised by integrating them together instead of keeping and 

maintaining multiple copies of same data. This can be performed by introducing the data fusion technique which 

allows IoT researchers to combine the data’s from multiple sources together. There are various research 

techniques has been introduced earlier for performing the data fusion each follows different procedures. In the 

existing work, Distributed Hierarchical Data Fusion Architecture (DHDFA) is introduced for the data fusion 

process where data’s collected from the multiple devices will be fused together in multiple levels. However 

accuracy of this existing research technique is lesser where meaning of data is not considered. This issue is 

rectified in the proposed research work by introducing the method called Semantic based Hierarchical Data 

Fusion Technique (SHDFT). In the proposed research work, data fusion is performed in hierarchical manner 
where data fusion is performed in three levels namely low level, middle level and high level. Here accuracy of 

the data fusion is improvised by performing the data fusion in the higher level of data fusion process by 

considering the semantic meaning of the data. Finally performance of the data fusion outcome is tested and 

analysed by introducing the Convolutional neural network based prediction framework which will learn and 

analyse the data fusion outcome in terms of error rate. Based on this outcome, data fusion performance can be 

analysed accurately. The overall evaluation of the research work is done in the matlab in terms of accuracy, 

error rate and memory consumption against the existing research technique to prove the proposed method 

effectiveness.  

Keywords: Hierarchical Data fusion, Semantic data, IoT devices, distributed data, multiple level of data fusion, 

unlabelled data. 

 

I. INTRODUCTION 

Internet of Things (IoT) has attracted numerous researchers from every industries and organization due to its 

vast characteristics [1]. IoT enables researchers to create an world with fully digital connectivity with the help of 

internet [2]. The main advantage of introducing the IoT into the world is, it reduces the need of human access 

for controlling activities. Thus IoT leads to the anytime, anyplace and any user connectivity at the required time. 

This is achieved by implementing the IoT devices on every place where it is required to perform any small 

things using internet connectivity [3]. This characteristic of the IoT is defined by the European university as IoT 

enables users to access any kind of services any place and any time with the help of any network connectivity 
[4]. This characteristic of IoT allows various researchers to utilize IoT devices for the purpose.  
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This deployment of IoT can be performed easily by adapting the sensor technology [5]. A sensor is defined as 

the smaller device which enables users to monitor and measure the environmental factors such as temperature, 

humidity and so on. A sensor device can be placed in the environment where it is required to monitor physical 

measurements. It is required to place more than one sensor devices on an environment to monitor it, which 

makes it referred as sensor node [6]. Each sensor node has having the ability of monitoring and predicting the 
environment information which can be communicated to the server side with the help of internet connectivity 

either through wired or wireless medium [7]. One major advantage of utilizing the sensor network is, it is not 

required to sensor nodes to be homogeneous. Any kind sensor devices can be placed on the environment and 

that can be connected through internet connectivity. 

The above mentioned IoT vision can be achieved by utilizing the sensor technology as IoT devices. This sensor 

device enables to IoT researchers to achieve this vision through any kind of sensor device [8]. IoT enables 

researchers to utilize the mobile sensor devices to achieve this goal. Thus the researcher’s goal of constructing 

smart city can be achieved by integrating the sensor devices in the field which is more cost sensitive and can 

cover large volume of environment space [9].  

While integrating the heterogeneous devices on the environment, it will lead to generate more volume of data 

which will be more complex to handle. To manage this data, it is required to combine the data’s collected from 

the multiple sensor devices based on their similarity [10]. Data fusion is the approach which allows IoT 
researchers to combine these data’s that are gathered from the multiple sensor devices together, thus the 

combined data can be generated [11]. Data fusion is the process of combining the data’s that are gathered from 

the multiple devices together based on their similarity, in order to avoid the repeated data handling [12].  

In the above explanation, redundant is defined as the factor where the same data is gathered from the multiple 

sensor devices separately and keeping the same. In one way, this redundant data attempts to increase the 

accuracy of the sensor device interpretation and in another way it will consume the more memory space. This 

problem needs to be rectified in the IoT field to enable researchers to make efficient decision making outcome. 

The main goal of this research work is to integrate the data’s together that are collected from the multiple IoT 

devices in order to avoid the repeated data’s, thus the memory overhead can be reduced considerably. This can 

be achieved by introducing the data fusion technique which can enable researchers to combine the similar data’s 

together with the aim of reducing the memory storage and processing overhead.  
 

II. RELATED WORKS 

King et al [13] expected to give a short outline of data fusion methods and calculations that can be utilized to 

decipher wearable sensor information with regards to wellbeing observing applications. The utilization of these 

methods is then portrayed with regards to medical services including action and walking observing, step 

investigation, fall recognition, and biometric checking. A depiction of momentum industrially accessible sensors 

is likewise given, zeroing in on their detecting capacity, and an analysis on the holes that should be spanned to 

put up exploration for sale to the public. 

Qi et al [14] proceeds to distinguish some new examination patterns and difficulties of information combination 

methods in the IoT empowered PARM contemplates, and talks about some key empowering strategies for 

handling them. Actual work Recognition and Measure (PARM) has been broadly perceived as a critical 

worldview for an assortment of shrewd medical care applications. Conventional strategies for PARM depends 
on planning and using Data combination or AI procedures in handling surrounding and wearable detecting 

information for characterizing kinds of active work and eliminating their vulnerabilities. 

Berry et al [15] introduced point oriented decay coefficients (POD) for the data fusion task. This method fixes 

matrix number and side step number as 1.6 and 1.2 correspondingly to attain the accurate data fusion outcome. 

The accurate and efficient outcome of data fusion is guaranteed by adapting the symmetrical velocitrical 

information.  

Pfeffer et al [16] introduced singular value decomposition based data fusion approach to enhance the data 

management task. This is achieved by adapting the various calculation factors such as closeness measure and 

mixed quality constraints.  

Liu et al [17] assessed the general structure to build up a computerized twin combined with the mechanical 

Internet of Things innovation to propel aviation stages self-sufficiency. Information combination methods 
especially assume a huge job in the advanced twin structure. The progression of data from crude information to 

elevated level dynamic is impelled by sensor-to-sensor, sensor-to-display, and show to-demonstrate 

combination. 

Traini et al [18] introduced the methodology that attempts to perform the data fusion in the double step way. 

The main goal of this research work is to attain the accurate data fusion outcome by adapting the data coming 

from the long transmission and low transmission ranges. This method ensures the accurate prediction of data 

fusion outcome by considering the context features.  

Martín-Morató et al [19] introduced a fundamental examination of a few data fusion procedures pointed toward 

improving the acknowledgment exactness of an AED framework by exploiting the variety gave by numerous 
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mouthpieces in antagonistic acoustic conditions. The outcomes affirm that, under suitable handling plans, the 

acknowledgment rate can be expanded just as the relating autonomy on occasion area. 

Singh et al [20] proposed an instrument named "Artificial Intelligent Energy Aware Routing Protocol 

(AIEARP)" for improving the energy utilization in WSN through the combination of artificial neural network 

(ANN) and Kohonen self-organizing management (KSOM) strategies. The clusters are framed and re-situated 
after cycle for viable circulation of energy and decrease of energy exhaustion at singular hubs. 

Thupakula et al [21] discussed an data fusion model of multisensor data for object recognizing confirmation in 

an air terminal atmosphere to allow the traffic noticing system to choose the shape, type and position of a thing. 

As a future degree of this paper, the thing shape, type and position data from the article conspicuous 

confirmation stage is given as commitment to the accompanying stage noticeable all around terminal traffic 

checking system to follow the article advancements for crash assumption. 

 

III. CONTEXT AWARE DATA FUSION 

In the proposed research work, data fusion is performed in hierarchical manner where data fusion is performed 

in three levels namely low level, middle level and high level. Here accuracy of the data fusion is improvised by 

performing the data fusion in the higher level of data fusion process by considering the semantic meaning of the 

data. Finally performance of the data fusion outcome is tested and analysed by introducing the Convolutional 
neural network based prediction framework which will learn and analyse the data fusion outcome in terms of 

error rate. Based on this outcome, data fusion performance can be analysed accurately. The overall processing 

flow of the research work is given in the following figure 1. 

 

 
Figure 1. Processing flow of Semantic based Data Fusion 

 

The detailed analysis of the proposed research method is given in the following sub sections.  

3.1. Semantic Based Hierarchical Data Fusion 

The main contribution of this research work is to perform the data fusion on the data’s that are gathered from the 

multiple IoT devices in order to reduce the multiple copies into single copy. In this research work, semantic 

based hierarchical data fusion is performed to combine the data’s that are collected from the multiple IoT 

devices. In order to improvise the fusion accuracy, in this work semantic meaning of the data’s are considered 

for the data fusion. And also, efficient and accurate data fusion is guaranteed by performing the data fusion in 

the three levels namely low level data fusion, middle level data fusion and high level data fusion. In this work 

semantic meaning of data’s are considered at the high level data fusion processing step. The detailed explanation 

of the semantic based hierarchical data fusion is given in following sub sections: 
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Figure 2. Data fusion levels 

3.1.1. Low Level Data Fusion 
In general, data’s will be collected from the multiple IoT devices that are fixed on the different locations. Those 

data’s will be forwarded to the server for decision through any communication medium. In this research work, 

data fusion is performed in the three level where in the first level which is called as low level data fusion, data 

fusion is performed at the IoT devices before transmitting it to the server. By doing so, emergency 

communication and most important parameters can be processed at first without any delay. For example 

consider the hospital scenario where patient health status are monitored using the IoT devices which is fused in 

the hospital itself before transmitting it to the server for handling the most critical patient information first. In 

this phase, most personal information of patients will be handled first before transmitting it to the server, thus 

the privacy consideration can be handled.  Here simply, similar data information will be gathered and average 

will be taken for the data fusion process.  

 

3.1.2. Middle Level Data Fusion 
In the middle level data fusion process, fusion is performed at the communication level. Once the critical and 

important information are fused in the device range, it will be transmitted to the server through some 

communication medium. Middle level data fusion task performs fusion in the communication level to find out 

more demanding data’s and the common factors. In case of hospital scenario, this middle level fusion process 

enables researchers to find out information about the more commonly spreading disease information and more 

common factors find out among the patients who are located in same physical location. In this research work 

middle level data fusion is performed by adapting the clustering technique. In this work existing cluster namely 

k means algorithm is utilized for the middle level data fusion. The main goal of this algorithm is to find out the 

most similar data’s and grouping them together. Once the similar cluster of data’s are formed, here data fusion 

on each cluster will be carried out by applying the average function.  

 

3.1.3. Semantic based High level Data Fusion 

Once the middle level data fusion is performed, the data’s will be forwarded to the server, where these data’s 

will be processed and the decision making about certain task can be carried out. In this work, semantic meaning 

of the data’s are considered for the data fusion process, in order to improve the accuracy of the data fusion 

outcome. In this work, Hownet is considered for the semantic similarity computation between different words, 

thus the more relevant and similar data’s can be combined together with lesser error rate. Hownet is the platform 

which is utilized to derive the terms and relationship between different concepts and the attributes to reveal the 

basic content meaning. The concept similarity between the two data’s can be calculated by using the following 

formulae: 

Sim (w1, w2) = 
max

i = 1, . . , m, j = 1, . . , nSim (S1i, S2j) 

Where w1, w2  English words 

S  concepts1  

By using the concept similarity measured above, semantic similarity can be computed as like below: 

Sim (p1, p2) =  
α

d + α
 

Where p1 and p2  mean values 

α adjustable parameter 
d  positive integer 
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 By using the above formulae, semantic similarity between the data items can be calculated based on 

which final prediction can be made.  

 

3.2. Convolution Neural Network Based Prediction 

In the proposed work, convolutional neural network is used for the information mining and execution analysis of 
data fusion. In this work there are three layers are applied to guarantee computation overhead decreased 

expectation. Those are input layer, convolution layer, lastly soft max layer. CNN is generally made out of two 

sections. To a limited extent 1, convolution activity is utilized to produce profound features of the raw 

information. What's more, to a limited extent 2, the features are associated with a MLP for characterization. 

Here are a few subtleties for each layer: 

(i) Input layer: In the proposed Convolutional neural network, numbers of input layers are assigned based on 

variate number and length of each data. The number of layers assigned in this network is defined as Nxk.  

(ii) Convolutional layer: The main goal of this layer is to perform convolution on each received input layer to 

obtain some masked input. Here convolution operation is performed with the help of filtering parameters which 

will convolute the input data based on previous iteration outcome. This is obtained with the help of adapting the 

non linear transformation function f. The format of convolution operation is defined as follows: ⌊
N−l

s
+ 1⌋ where 

⌊. ⌋ is function which will round off the obtained outcome value.  

(iii) Softmax layer: The role of softmax layer is to find the probability of distribution over the input data over 

the varying distributed events. The main goal of this function is to evaluate the probability of occurring in the 

next event to attain the target goal. Here the probability range is calculated within the range of 0 to 1. The data 

with higher probability value will be forwarded to the next even by taking exponential sum of all positive 

outcomes. Various multi class problems tends to adapt this softmax layer to attain the accurate predictive 
outcome.  

(iv) Output layer: After performing the above mentioned operations, final outcome will be obtained through n 

number of neurons where n denotes the number of class of features. Based on this outcome, class label will be 

assigned where the highest number of neurons will take over the most predicted class label.  

 The overall goal of this research work is to test the performance of data fusion outcome by predicting 

the fused data class labels accurately. The training samples given as input to the input layer of convolution 

network is defined as ((a1, b1), (a2, b2),...,(an, bn)) where at ∈ RN×k, bt ∈ Rn for 1 ≤ t ≤ N.  Here at defines the 

higher order input and bt denotes the target output. The processing steps of Convolutional neural network is 

given in the following steps.  

Step 1: Initialize the Convolutional network with initial parameter fixing. The number of input layers and the 

output layers will be defined at the time network initialization to improvise the classification outcome. The 

representation of input layer initialization is defined as the sigmoid function as like follows: 

𝑓(𝑥) = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑥) =
1

1 + 𝑒−𝑥
 

 

Step 2: Once the network is initialized, pick the training data in the random way 

Step 3: Find the output layer outcome as like follows: 

Cr(t) = f (∑ ∑ a(i + s(t − 1), j)ωr(i, j) + b(r)

k

j=1

l

i=1

) 

 

Where s convolution stride 

Cr(t)  tth component of rth feature 

ωr weight value 

b(r)  bias value 

 The derived output layer from the input layer after performing several intermediate actions are given as 

follows: 

O(j) = f (∑ z(i)ωf(i, j) + bf(j)

M

i=1

) , j = 1,2, … , n 

 

Where z final feature map 

bf  Output layer bias value 

wf  weight value of output layer 

 Based on the outcome from the CNN, performance of data fusion outcome is tested by adapting the 

mean square error which is calculated as like as follows: 

E =
1

2
∑ e(k)2

n

k=1

=
1

2
∑(O(k) − y(k))2

n

k=1
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Step 4: In every iteration, weight and bias will be updated based on outcome layer and the mean square error by 

using gradient descent method as like follows: 

p = p − η
∂E

∂p
 

 

Step 5: Repeat the iteration with another set of input training samples from step 3  

Step 6: repeat until convergence obtained 

 

IV. RESULTS AND DISCUSSION 

In this section, numerical evaluation of the proposed research methodology is done in terms of various 

performance measures to analyze the performance improvement of the proposed and existing research 

methodologies. The matlab simulation environment is used to implement the proposed research methodology. 

The performance measures considered in this work are listed as follows: “Accuracy, Precision, Recall and F-

Measure”.  The performance metrics values are given in the following table 1. 
 

Table 1. Performance metric values 

 

Metrics Methods 

DHDFA SHDFT 

Accuracy 65 87 

Precision 74 98 

Recall 79 98.6 

F-Measure 87 99 

 

 
 

Figure 3. Accuracy and precision comparison 

 

In figure 3, comparison analysis of the proposed method and the existing method namely DHDFA is given. 

From this analysis it is proved that the proposed shows better performance than the existing technique. Proposed 

SHDFT 27% increased accuracy than DHDFA. In terms of precision, 24% increased precision than the existing 

DHDFA. 
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Figure 4. Recall and F-Measure comparison 

 

In figure 4, comparison analysis of the proposed method and the existing method namely DHDFA is given. 

From this analysis it is proved that the proposed shows better performance than the existing technique. Proposed 

SHDFT shows 13% increased recall than DHDFA. In terms of F-Measure 19% increased F-Measure than 

DHDFA. 

 

V. CONCLUSION 

In the proposed research work, data fusion is performed in hierarchical manner where data fusion is performed 

in three levels namely low level, middle level and high level. Here accuracy of the data fusion is improvised by 

performing the data fusion in the higher level of data fusion process by considering the semantic meaning of the 

data. Finally performance of the data fusion outcome is tested and analysed by introducing the Convolutional 
neural network based prediction framework which will learn and analyse the data fusion outcome in terms of 

error rate. Based on this outcome, data fusion performance can be analysed accurately. The overall evaluation of 

the research work is done in the matlab in terms of accuracy, error rate and memory consumption against the 

existing research technique to prove the proposed method effectiveness.  
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