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Abstract: Human faces reveal various information including gender, age and ethnicity. A challenging problem for existing 

computer vision system is to estimate human age effectively. The age of a person can be estimated based on how the features 

tend to appear at a certain age. This can help develop applications and devices based on age classification. To develop and 

deploy such an application or device within Pakistan there is a need to identify if age classification will work with the local 

features. The existing dataset was not covering the local features regarding ageing for people of Pakistan. In this study, a 

dataset comprising of 9920 images from different areas of Pakistan is created. Features extracted from specific areas of the face 

are feed for training the models. Feature extraction and classification were done by using a convolutional neural network 

(CNN). The results help in concluding that CNN performed reasonably well for Pakistani face dataset for age classification 

where the model accuracy came up to 92%. Various applications like age-restricted item vending machines or access to 

hospitals for under-age visitors can be developed by using the model trained in this work. 
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1. Introduction 

 

Humans have always been interested in researching ageing and the impact of ageing on human psychology. 

Different age classification methods have been investigated in the field of psychology. Psychological studies have 

aimed to examine the influence of the subject’s age and the influence of ageing on humans (Chopik et al., 2018). 

Research in the domain of medical science, psychology and a better understanding of the human perception of 

vision has contributed to how the human brain recognizes and classify faces. This understanding only helped the 

researchers in efforts for developing automated systems which could classify people into various age groups. This 

capability can help develop and deploy services and products specific to the user’s age. 

 Face detection has been a well-researched domain whereas there is still a need to develop better models and 

algorithms for age classification based on the face images. This is still an active research area with varied 

prospective application domains. 

For humans, to detect subtle variations in the face in real life especially for unknown or rarely seen people is a 

difficult task. For example, if a person living in Pakistan see another person only once in life, who is of Chinese 

origin, it is very difficult to recognize him/her in a group of Chinese people and the same is true in reciprocal.     

This becomes a complex problem when an automated age classification system needs to be developed which 

can work with different races. Face detection techniques improved over time and systems are being deployed 

which can detect, recognize and take relevant actions. Human face image-based age estimation was not the main 

focus of most of this work. Accuracy reported in earlier works is on the lower side. The datasets of human face 

available for face detection and recognition mostly haven’t included people from sub-continent. Even within 

Pakistan people from different areas ageing happens differently. Hence, when the same datasets are being used for 

age classification the trained models do not generalize. It was obvious that there is a need to collect a dataset of 

people from all over Pakistan. 

Development of an age classification based application can be deployed for preventing minors from accessing 

prohibited items like cigarettes and alcohol from vending machines. Age-restricted website access and premises 

access is another area where such applications can help improve facility management. The probable area of 

application of such capability is not restricted to the above-mentioned domain but can be extended to old age 
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house care or medical facilities. Another application of age classification can be to filter the search results from a 

search engine, especially images, based on the detected age of the user. 

Also, age classification and human face recognition have a crucial role in the following fields: age estimation, 

defence, security, border control, age and gender classification, forensic research, human-computer interaction, 

and social media.  

Recently, research on CNN-based deep learning methods, such as AlexNet, VggNet as was used by (Can 

Malli et al., 2016), and Inceptionv3 classifiers, has used datasets for image classification, image detection, fruit 

classification, lung cancer classification, and leaf detection. Deep learning approach for feature extraction, 

automatic detection and classification worked well for large datasets. AlexNet, VggNet, and Inception v3 have 

been used for multiclass classification of face dataset age classification. We want to test CNN for age classification 

problem with the Pakistani face dataset that we have collected.  

The first part of this work is to collect the images into a dataset from different parts of Pakistan. Preprocess 

the dataset and perform feature extraction. Machine learning algorithm i.e. CNN for feature extraction and 

classification for the dataset was used.  

2. Related work 

The following articles discuss the latest advancement in the domain of age classification using face image 

dataset. 

2.1 Age estimation based on face images and pre-trained CNNs 

Age and gender classification based on images is studied in this work. For such tasks, efficient architecture 

development was achieved by the work done in (Anand et al., 2017). The study aimed to improve the results. 

Previously published architectures were tweaked in terms of depth of the network, the number of parameters in the 

network, and modifications to the parameters of the network. To take advantage of gender-specific age 

characteristics inherent to images, this work focuses on coupling the architectures for age and gender 

classification. Gender classification, which has more prominent intragender facial variations and fewer number of 

potential classes, is an easier task compared with age classification. Age classification has improved by training 

different age classifiers for each gender. The results were improved from 56.26% to 82.35%, as compared with the 

baseline model. 

2.2 Age-invariant face recognition using CNNs 

Branch Convolutional Neural Network (B-CNN) have been trained on two different datasets. A CNN 

architecture, which consists of special and temporal networks, has been proposed. The network was trained on 

human motion database called HMDB-51 and UCF-101. Results show that if the dense optical flow was used in 

CNN training, then performance is enhanced. State-of-the-art results were obtained from both the datasets (Wen et 

al., 2016) (Y. Wang et al., 2018) (Li et al., 2018). 

2.3 Age classification using CNN with multiclass 

A CNN model for multiclass classification has been proposed for developing Sighthound’s automated age and 

gender classification system. An important feature is that the system, consisting of deep CNNs, which provide 

improved results on competitive datasets, make computations efficient. Most tag datasets were collected between 

semi-supervised pipelines for efficient annotation. The trained model performed with 76.1% accuracy for public 

datasets (Liu et al., 2018).  

2.4 Deep CNN for age estimation on VGG-face models 

Automatic age estimation from real-world and unconstrained face images is rapidly gaining importance. In this 

work, a deep CNN model that was trained on a database for face recognition tasks is used to estimate the age 

information on an audience database. This project has reported the following contributions to the body of 

knowledge: (1) this work proves that a CNN model, which is trained for face recognition tasks, can be utilized for 

age estimation and can improve performance. (2) Overfitting can be overcome by using a pre-trained CNN on a 

large database for face recognition tasks. (3) In addition to the number of training images and the number of 
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subjects in a training database, the pre-training task of the used CNN influences the performance of the age 

estimation model (Qawaqneh et al., 2017). 

Figure 1 Dataset sample images 

Some other researchers also discussed the issues of working in the domain of age classification using face 

images. Zhang et al. implemented local deep learning neural network (LDNN) by face detection and facial 

landmark acquisition which were converted to patches and then LDNN were trained on the patches (Zhang & Xu, 

2018). Rothe et al. worked with single image without facial landmarks (Rothe et al., 2018). (J. Wang et al., 2016) 

used CNN-RNN for multi-label image classification and the discussion in (Sharif Razavian et al., 2014) showed 

how CNN features could be used for establishing a baseline  for recognition. The work done by (Levi & Hassner, 

2015) also used CNN for age and gender classification. In (Chen et al., 2017) instead of multi-label approach they 

used ranking-CNN which gave smaller estimation errors. Bianco showed that using deep CNN pre-trained model 

for face recognition help achieve better accuracy (Bianco, 2017). Ranjan et al. also favoured the use of CNN for 

face analysis. In (KoK et al, 2019) and (Fatima et al, 2019) used the machine learning for the same.   

3. Materials and methods 

To train a model which can effectively work for people of sub-continent generally and for Pakistan specifically 

this work made an effort towards generating a local face dataset. Images from various parts of Pakistan were 

collected where gender ratio was also considered and age variation was also kept in focus. 

The dataset used in this study is a collection of images from different cities in Pakistan as shown in Figure 1. 

This dataset is divided into four classes, which are named as follows: Male Adult (MA), Male Young (MY), 

Woman Adult (WA), and Woman Young (WY). The dataset consists of 9920 images which are divided into 

testing, validation and training subsets. There are 7600 coloured images (200 × 200 pixels each) in the testing and 

validation subsets, whereas there were 2320 images in the testing subset. Each subtest contains four classes i.e. 

class 0, class 1, class 2 and class 3 as shown in  

Table 1. It also shows the distribution of gender in the dataset. 

 

Table 1 Data label distribution in the dataset 

 Label Training set Test set  

Class 0 MA 2100 650 2750 

Class 1 MY 2100 650 2750 

Class 2 WA 1700 510 2210 

Class 3 WY 1700 510 2210 

  7600 2320 9920 

 

4. Methodology 
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In this section, we describe the proposed architecture for age classification as shown in Figure 2. The first part 

discusses the experimental setup for this research. Then a discussion regarding the feature extraction and model 

selection is included. 

Figure 2  Architectural flow diagram 

4.1 Experimental setup 

Dataset was prepared for the implementation of CNN and was divided into different subsets of training, testing 

and validation. The organization and class-wise details are shown in Error! Reference source not found.. 

Table 2 Dataset description 

Dataset Main Folder Sub Folder Images 

4-Class Train MA 2100 

  MY 2100 

  WA 1700 

  WY 1700 

 Test MA 650 

  MY 650 

  WA 510 

  WY 510 

 

The CNN model was trained on the dataset created from Pakistani face images and the settings of the models 

are shown in Table 3. Keras was used for preprocessing and loading of the data into memory. The training log was 

saved to a file so that a graph showing the training results could be plotted. These generators were passed to the 

training module of the Keras to start the training procedure. 

Table 3 Parameter Settings 

Learning algorithm Settings 

Dropout probability for input/hidden units 0.025/0.5/0.65 

Initial/final momentum 0.5/0.99 

Number of hidden units 512 

Number of hidden layers 3 

Activation function ReLU 
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5. Experiments and Results 

Figure 3: Confusion Matrix 

Error! Reference source not found. shows the confusion matrix of prediction results produced by CNN. The 

number of correct and incorrect predictions are summarized with count values and broken down by each class. The 

confusion matrix shows the ways how the classification model has correctly and incorrectly classified values. 

Error! Reference source not found. shows four classes, namely classes 0, 1, 2, and 3. The diagonal values of 

each class show the correct classification. A total of 620 out of 650 values in class 0 are correctly classified. 

Similarly, classes 1, 2, and 3 have 601 out of 650, 455 out of 510, and 465 out of 510 correctly classified values, 

Figure 3 ROC Curve 
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respectively. 

The receiver operating characteristic (ROC) shows the true positive and false-positive rates for four different 

classes. The dotted line represents the threshold value between the classes. If any class area value is greater than 

this threshold value, then it indicates that the model has a huge chance to predict accurately in that class. As shown 

in Figure 4, the area under the curve value of class 1 is 0.98, which shows that this class has a 98% chance to 

predict the correct value of that class. Similarly, that of classes 2, 3, and 4 is 0.95, 0.97, and 0.80, respectively. 

The high value represented means that both classes have a low false-positive rate as shown in Table 4Table 4. 

Similarly, the recall of class 1 is 0.90, which shows that this class has a low false-negative rate. The F1 value of 

class 2 is 0.97, which shows that this class mostly has correct predictions.  

 

Table 4 CNN classification report 

 Precision Recall F1-Score Support 

Class 0 (MA) 0.95 0.88 0.91 650 

Class 1 (MY) 0.78 0.90 0.83 650 

Class 2 (WA) 0.95 1.00 0.97 510 

Class 3 (WY) 1.00 0.91 0.95 510 

 0.92 0.92 0.92 2320 

 

Table 4 shows the precision, recall, and F1 measurements of each class. The precision of classes 0 and 2 is 

0.95. Figure 4 shows the training and validation accuracy against the number of epochs or iteration. This accuracy 

increases with the increase in the number of epochs. A training accuracy of 97% and a validation accuracy of 92% 

are obtained, and the curve indicates that the results are not improving anymore. Besides, further training leads to 

the overfitting of the model. Hence, further training must be stopped.  

Figure 4 Training and validation accuracy for CNN 
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Figure 5 shows that the training and validation losses decrease with the increase in the number of epochs. A 

training loss of 0.03 and a validation loss of 0.08 are obtained, and the curve indicates that the results are not 

improving anymore. Also, further training leads to the overfitting of the model.  

Figure 5 Training and validation loss for CNN 

6. Conclusion and Future Work 

In this work, a Pakistani face image dataset of 9920 images was created from all over Pakistan. This dataset 

contained male and female faces. CNN was implemented on the dataset and validation accuracy of 92% was 

achieved. Several applications for local use can be created by using the model trained in this work. 

To further enhance this work we aim to implement and compare several algorithms. Dataset also needs to be 

enhanced in two different ways. Initially, by including more images in the existing classes and then including 

images for more age classes. 
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