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Abstract: T In this article we explained the structure of Frobenius method to solve a homogeneous linear differential equations
of order two . In any homogeneous linear differential equations of order two we have three cases of two roots ( as a ,b ) of the
indicial equation :

Casel:a—b =c/dsuchthatc,d € Z where Z is integer numberandd + 0,d #1.Case2:a—b=0.Case3:a—b=c
, such that ¢ € Z . And we explained how to find the general solution of each case with many examples .
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1. Introduction
A linear , second order and homogenous ( for short homo ) ODE can have two independent solutions . Let us
consider a method of obtaining one of the solutions . The method which is a series expansion will always work ,
provided the point of expansion x = x, is no worse than a regular singular point . Fortunately in the problems in
physics this condition is almost always satisfied .

We write the linear , second order and homo ODE in the form :
y'+p@)y +qkx)=0. (1)

This equation is homo since each term contain y(x) or a derivative . It is linear because each y,y' and y"”
appears as the first power , and has no products .

Equation 1 ( for short Eg. 1) can have two linearly independent solutions . Let us find ( at least ) one solution
of Eqg. 1 using a generalized power series . By using the first solution we can develop the second independent
solution . We will also later prove that a third independent solution does not exist .

Let us write the most general solution of Eq. 1 as :

y(x) = ey (%) + ¢y, (%) 2

Where ¢, and c, any arbitrary constant .

In some cases we can have a source term as will in the ODE , leading to non-homo , linear , second order ODE

y'+p(x)y" +q)y = r(x). @)
The function r(x) represents a source or driving force .

Calling this solution y,, , we may add to it any solution of the corresponding homo Eq. 1 . Therefore the most
general solution of Eq. 3is :

y(x) = c1y1(x) + 2y, (%) + yp (%) - (4)

We have to fix the two arbitrary constant ¢; and c, and that will be done by applying boundary conditions .

2. The structure of Frobenius series in homogenous linear equation of order two :

At the moment let us r(x) = 0 and the our DF is homo . We will try to develop the solution of our linear ,
second order and homo DF, Eq. 1, by substituting in a power series with undetermined coefficients .
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This generalized power series has a parameter , which is the power of the lowest non vanishing term of series

As a test bed let us apply this method to an important DF , the linear oscillator Eq.
y'+w?y=0. ()
Its two independent solution are known

y =11 (%) + 22 (x)
= ¢; sin sin wx + ¢, cos cos wx . (6)
Let us try the following power series solution

y(x) = x¥(ay + a;x + a,x? + azx® + )

=32 axt , ap#0. %
With the exponent k and all the coefficient a; still undetermined .

Note that k could be either positive or negative and it may be a fraction ( it may even be complex , but we shall
not consider this case ) . a, is not zero since a,x* is to be the first term of the series .

The series Eq. 7 is called a generalized power series or Frobenius series .

By differentiating with respected to x we get :

[ee]

y' = Z a,(k + Dxk+i-t

=0

[oe]

Y = Z a;(k + Dk + 1 — 1)xk+i=2

=0
Let us substitute the series form of y(x) and y" (x) into Eq. 5. We get :
Yo ak+Dk+1-Dx*2 4+ w?yR, axktt=0. (8)

The uniqueness of power series tells us that , the coefficient of each power of x on the L. H. S. of Eg. 8 must
vanish individually . We have

(aok(k — Dx*2 + a;k(k + Dx* "t + a,(k + Dk +2)x* +as(k+2)(k +3)x* + -+ a;(k +
Dk +1—Dx*2 + ) + W2agx® + w2a x* 1 + w2azx®*3 + - + wlaxk*tt +..) = 0. 9)

Combining the coefficients of x , the series is expressed as :
agk(k — 1)x*2 + a;k(k + 1)x* 1 + [a,(k + 1) (k + 2)+w?a,]x*
+las(k +2)(k +3) + wia Jx** + -+ [ay(k + Dk + 1 — 1) + wlaq_,]x**"2 + ... =0 (10)

The lowest power of x appearing in Eq. 10 is x*~2 for [ = 0. The requirement that the coefficient vanish yields

agk(k —1)=0. (11)

We had chosen a, as the coefficient of the lowest non-vanishing term of series , Eq. 7 hence by definition ,
ay # 0. Therefore we have the constraint

k(k—1)=0. 12)

This equation , coming from the coefficient of the lower power of x , is called the indicial equations .
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The indicial equation and its roots ( or indices of the regular singular point of ODE ) play a crucial role in our
attempt to find the solutions .

We have two choices for k , k = 0 or k = 1. We see that a; is arbitrary if k = 0 and necessarily zeroif k = 1
. Thus we will set a, equal to zero .

Casek =0:
We have the general term in the equation
al(l-1)+w?aq,_,=0. (13)
Since a, # 0 we have
a,.2.1+w?ay, =0
as.3.2+w?a; =0
a,.4.3+w?a, =0
as.5.4+w?a; =0
Until
a2 G+2) G+ 1) +w?a; =0
Since a; = 0, then the above set of equations reduced as :
a,.2.1+w?ay, =0
a,.4.3+w?a, =0
Until
a2 G+2)(+1) +w?a; =0

This gives a two-term recurrence relation for k = 0 case :

2

w
Y12 = " Grngen Y- 49

Casek=1:
We have the general term in the equation
al(l+1)+w?aq_,=0. (15)
Since a, # 0 we have
a,.2.3+w?a, =0
as.3.4+w?a; =0
a,.4.5+w?a, =0
as.5.6 +w?a; =0
Until
a2 G+2)(G+3)+w?a; =0

Again since a; = 0, then the above set of equations reduced as :
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a,.2.3+w?ay, =0
a,.4.5+w?a, =0
Until
a2 G+2) (G +3)+w?a; =0

This gives a two-term recurrence relation for k = 1 case :

_w 16
YG+z = T GG Y (16)

For k = 0 we have

_ (_1)lw2l
Q21 = —, 0"

a7

And our solution is

2 4 6
(wx) +(WX) _ (wx) N

Y()|k=0 = ap |1 —

2! 4! 6!
= a, COS COS WX . (18)
For k = 1 we have
_ (_1)lw2l
Q21 = "y Yo (19)
And then we get
wx)?  (wx)*  (wx)®
Y()|k=1 = apx [1 - 3 + = - o 4o

a wx)®  (wx)>  (wx)?
=WO[WX_ TR R +]

= a;(, sin sin wx . (20)

Thus we have arrived at two independent series solutions of the linear oscillator equations using the method of
generalized series substitution ( Frobenius method ) .

If x, # 0 we get

y) =%Zo  ailx —x)*, ap #0. (21)

3. Explained the Frobenius method to solve DF
We can explain this method by take some notes and examples :

From above equations we get , if x = x, is regular point then the solution can be expression as :

[oe]

Y@ =) - x)

=0

And if x = x, is regular singular point then the solution can be expression as :
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Y@ =)k
=0

Example 1 : find a solution of below DF by Frobenius series :

2xy" +(x+ 1)y +3y=0

Solution :
. +1 1 3x2
Since &XUX _ 1 3 _
2x 2 2x

Then x = 0 is regular singular point and

[oe]

Y@ =) apk

=0

Implies that

[ee]

y' = Z a,(k + Dxkti-t

=0

and

[oe]

Y=Y @+ D+ L= 1xk2

=0

By substitute in DF we get

fee)

ZxZ a(k+ Dk +1—Dxk2 4+ (x + 1)2 a;(k + Dxki=1 4 32 axtt =0
1=0 =0

=0
And then we get
2k + Dk +1-D+ak+D)+a_(UI+k+2)=0 ... (a)
Ifweputl =0,a_, =0 weget
as(k)2k—-2+1)=0
Then
agk(2k —1) =0
Since a, # 0 then k(2k — 1) = 0 this is indicial equation and either k = 0 or I = % . And by Eq. a, we get

_ —(k+1+2)
T k+DCk+20—D B

q nx1

If k = 0 we get

- +2)

“moei-n U

And the we get

a, = _3a0
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-2
az—?al—zao
-1 2
G Tg%
Andif k = %We get
~(1+3)
Q=g %
(z+1) @D
We get
> -
=3 =g %
-9 21
2=20% T 0%
—-11 11
3= 27 gt
Let that a, = 1 we get
, 2, 7 21, 11 ,
y=A|1-3x+2x —3% + - +A2[1—gx+Ex ~g0”* + ]

Note : In any DF we have three cases of two roots ( as a, b ) of the indicial equation :

Casel:a—b = c/d suchthatc,d € Z where Z is integer numberand d # 0,d # 1.

Case2:a—-b=0

Case3:a—b=c,suchthat ce Z.

In case 1 we solved above Example 1, and now we will take another example

Example 2 : find a solution of below DF by Frobenius series :
2x(1—-x)y"+(1—-x)y'+3y=0

Solution :

3x?

"2x(1-x)

(1—-x)x
2x(1-x)

Since

1
T2

Then x = 0 is regular singular point and

Implies that

y' = Z a,(k + Dxkti-t

=0

and
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[ee]

Y= @+ D+ 1= 1k
=0

By substitute in DF we get
2x(1 —x) Z ak+ Dk +1—Dx*2+ (1 -x) Z a;(k + Dx**-1 43 Z ax*tt =0
1=0 =0 =0

And then we get
2k + Dk +1-D+ak+D) —2a_(k+l—-1D)(k+1-2)—a;_1(k+1—-1)+3a,_;,=0
Implies that
a(k+DQRk+2l-1)—a,_((k+1-1)Qk+2l-5)+3)=0 ... (b)
Ifweputl=0,anda_; = 0 we get
ag(k)2k—-2+1)=0
Then
agk(2k —1) =0
Since a, # 0 then k(2k — 1) = 0 this is indicial equation and either k = 0 or k = é .And by Eq. b, we get

_(k+1-DQk+21-5) +3

= >1
% k+DQk+20—1) w1"=
If k = 0 we get
_(l—1)(21—5)+3
“ETToO@-n A
And the we get
a1 = 3a0
1
az = §a1 = ao
1 1
a3 :§a2 :§a0 ) aes

Andifk = iwe get

(l—%)(21—4)+3

G+1)@

a = a;—1

We get

a, = Eal = gao

8 8
a3 = ﬁaz = mao ) e
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Let that a, = 1 we get

1 2 1 8
y=4 1+3x+x2+§x3+--- +A2[1+§x+—x2+—x3+---]

5 105
In case 2, if the two roots are equal then the first solution is y; = f(xk) and then y, = % at the regular
singular point .
We take a below example on case 2 :
Example 3 : find a solution of below DF by Frobenius series :
x%y" +3xy' +(1-2x)y =0
Solution :
Since 82X =3 (1_2f)x2 =1
X X
Then x = 0 is regular singular point and
Y@ =) apk
=0
Implies that
y' = Z a,(k + Dxk+i-t
=0
and
Yy = Z a (k + Dk + 1 — 1)xk+i=2
=0
By substitute in DF we get
x? Z a,(k + Dk +1—1)xk=2 4 3xz a;(k + Dxkt 4+ (1 - 2x)z ax*tt =0
=0 =0 =0

And then we get
ak+Dk+1I-D)+3a;(k+D+a;,—2a,.,=0 ... (¢
Ifweputl=0,a,_, =0weget
a((K)(k+2)+1)=0
Then
agk+1)?2=0
Since a, # 0 then (k + 1)? = 0 this is indicial equation and either k = —1 or k = —1 . And by Eq. ¢, we get

2

N U Tkt 1)2

a_,,m=1

We can find a; by independent of k , as follows :
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2
M=+ 2z
2 2 2 22
a, = a, = an = a
PRI T G (et DU+ D))
2 23
a3 = a; = ag ...
T (k+4)2 7t ((k+2)(k+3)(k+4—))2 0
And then we get
zk
al = >
(k+2)(k+3)(k+4)..(k+1+1))
And then we have
(x, k) 11+ 2 + 22 2 4 l
y X, =X X X ces
' k+22" 7 ((k+2)(k +3))°
Implies that
2
yi(x,—1) =x1 [1 + 2x + x? +§x3 + ]
Now let that y, = %atk =—1,weget:

0y1(x,k)
YZ(x'k) = yla;{

k

=lnilnxx

2 22
1+ + 24
te+2)2" ((k+2)(k +3)° g l

+xk[— + x—4< 2 + 2 >x2+~-]
(k+2)3 (k+2)2(k+3) (k+2)%(k+3)3

2 2 4
y,(x,—1) =x"tininx [1+2x+x2+§x3+---]+x'1 [—4x—4(§+§>x2+---]

Then the general solution is

=A,x 1|1 2 33 -1 2 53 4y — 3x2 + ...
y=Ax +2x+x +9x + +A(x"inlnx |1+ 2x+x +9x + +x7—4x —3x% + -]

In case 3, assume that y;, = y(x, k, ay) , at k equal to minimum value of two roots . and y, = w

equal to minimum value of two roots . and we suppose that a; = b; — (minimum value of two roots) .

,atk

Now we take a below example on case 3 :
Example 4 : find a solution of below DF by Frobenius series :
xy" =3y +xy=0
Solution :
. —-3x X
Since— =-3,— =0
X

Then x = 0 is regular singular point and
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Y@ =)k
=0

Implies that

[ee]

y' = Z a,(k + Dxk+i-t

=0
and

[ee]

Y= @+ D+ 1= 1k

=0
By substitute in DF we get

[ee) [oe]

XZ a,(k + Dk +1—1)xktt=2 — 32 a,(k + DxF+1 + xz axH =0
1=0

1=0 =0
And then we get
ak+Dk+1-1)=3aq;(k+1D)+a;_,=0 e ()
Ifweputl=0,a,_, weget
ag(k)(k—4)=0
Since a, # 0 then (k) (k — 4) this is indicial equation and either k = 0 or k = 4 . And by Eq. d , we get

1
TN Y E))

a_, ,n=2

Itis clear that a; = 0 and all a,;,; = 0 . Now we have

—1
LT k-2

-1 (-1)?

M T+ DT k= Dk(k+ 2k +4) %

_ 1 _ (—1)3
T T o) k+2) T k= 2k(k + 22k + 4)(k + 6)

Then

1 5 1
T hrk-2" T+ Dk+ D"
1

y(x' k' aO) = aoxk 1 *

_ x6 + .
(k—2)k(k +2)?(k+4)(k+6)
Since if k = 0 we cannot find a coefficient of above series the we consider that
ag = by(k — 0) , we get

k , 1 Y 1
y (. k, bo) = box* [k Tkt -2F Tkt DG+ D S  h-Dk+2 k+ D)k + 6)’“6

+]
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Implies that
= ¥(5,0,bp) = by | Loty o
Y1 =YX, U,00) = Dg 16X 192x

And

763/();’:'%) =vy(x, k,by) Inln x
+b "[1 ( 1 k k )2

o% k+2)(k—-2) (k+2)2k-2)k+2)(k-22)"

1 1

1
B ((k —2)2(k +2)(k + 4) * (k—2)(k +2)2(k + 4) * (k—2)(k +2)(k + 4)) x*+ ]
Then we have

_ 0y(x,0,b,)

1 2 1 4
Y2 ok =y, Inlnx +b0[1+—x +—x +]

4 64

Hence the general solution is

A 14+16 ]+A<[14+16 ]ll +[1+12+14+ D
Y=4T 1% T12* 2\[T16* T192° ninx 2 T
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