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Abstract: The accurate cancer classification is very important task for cancer treatment. Recently the informative
genes are identified from the thousands of genes for correct cancer classification. The collection of microscopic
Deoxyribo Nucleic Acid (DNA) microarray is attached in the solid surface. In this study, DNA microarray data
is used for cancer classification. The system uses Artificial Neural Network (ANN) for DNA Microarray Data
Classification. Initially, the pre-processing step is made by using log transformation method to remove the raw
data and feature selection.These selected features are classified by using ANN. Rectified Linear Unit (RELU)
activationfunctionisusedastheactivationfunctionineachANN layer. SoftMax is used for classification. The
performance of the system is made by using leukemia dataset and produces the classification accuracy of 91.65%
by usingANN.
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I.INTRODUCTION

Microarray data classification (MDC) are widely used in diagnosis handling and disease arrangement through a
variability of genes assortment and classification methods. Since cancer diagnosis has seen much claims of
microarray predominantly on gene countenance profiles, scholars also have begun sightseeing data analysis by
using the technology. This is attributed to its effectiveness in discovering abnormal and normal tissue patterns in
speedier time as microarray scales well on large dataset. Microarray is an attractive research avenue as the
technology is typically utilized to investigate dataset with high dimensionality, which demands significant
memory and processor requirements. There remains room for improvement of microarray in classifying data as
the technology struggles with small samples collection yet large features quantity. Selection of suitable features
are the keys in this field as numerous research endeavors aim to minimize data dimensionality with improved
performance in classification. In the case of classifying cancer cells, numerous machines learning algorithms strive
to a number of workable samples is significantly lower than gene count. This situation affects efficiency and
effectiveness to a large data dimensionality which impair classification performance. Convolutional neural
network is an instance of deep learning strategy is mimicking brain function in processing information. In this
paper, multilayered Neural Network, which is a deep learning algorithm, is proposed to classify microarray cancer
data in the identification of type of cancer. ANN is proposed due to its ability in dealing with insufficient data and
boosting classification performance. In addition, ANN is also powerful in integrating cancer datasets that are
strongly linked, which improves performance in classifying data. This is attributed to its capability in detecting
latent appearances of cancer from equivalent types.

Dual Tree M-Band Wavelet Features (DTMBWF) based MDCisdescribedin[1].Initiallytheinputmicroarraydatais
given to DTMBWEF. The K-Nearest Neighbor (KNN) classifierisusedforclassification.GeneassortmentusingMDC
using single and multiple filters is discussed in [2]. At first,
themicroarraydataisgiventosinglefiltersinglewrapperand multiple filter multiple wrappers to improve
forcefulness. The classification is made by KNN, Support Vector Machine (SVM) and weighted votingclassifier.
Genetic data classification based on supervised attribute clustering is discussed in [3]. The input microarray data
is preprocessed by gene clustering method. Then the classification is made by naive bayes, KNN and SVM. ANN
using data dependent kernel machines is described in [4]. The input microarray data is given to bootstrapping
based resampling. The ANN is made by using SVM, KNN and uncorrelated linear discriminant
classifiers.Microarray Data Classification (MDC) for cancer classification-based dimension reduction is
discussed in [5]. The input microarray data is given to singular value decomposition. The features are selected by
recursive feature elimination. SVM classifier is used for classification. MDC using genetic algorithm is described
in [6]. TheinputmicroarraydataisgiventoPearson,spearman, cosine coefficients, mutual information, signal to
noise ratio and information gain to select the efficient features. The genetic algorithm-based classifier is used
forclassification.

SVM MapReduce based MDC is described in [7]. Initially the
gene filteringis performed to removegener anking,noisy data and filtering informative genes. The SVM
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MapReduceis selected by using feature subset selection method. Classification is made by SVM. Gene expression
data using associativeclassificationisdiscussedin[8]. Atfirst,thegene expression data is given to gene filtering. Then
discretization is done for data preprocessing. Associative classification is used for classification.MDC for high
dimensional data-based feature selection is discussed in [9]. Initially the gene filtering is used to select and reduce
the features. The C4.5 classifier is used for classification. DNA based MDC for cancer classification is
discussedin[10]. Theinputmicroarraydataisgiventonovel strategyforextraction. Thengenerankselectionisperformed.
The classification is made by simple rule-based ensemble classifiers.

MDC for gene selection algorithm and combination of ranking and clustering is discussed in [11]. The
genes are selected by clustering and non-clustering gene selection. MDC is made by using SVM classifier. MDC
using fuzzy inference system is described in [12]. The features are selected by t-statistics method. The selected
features are classified by using fuzzy inference system.An efficient approach for MDC system using ANN is
discussed in this study. The organization of paper is as follows: Section 2 describes the methods and materials
used for MDC system. Results and discussion of MDC system is explained in section 3. The last section
concludes the MDC system.
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Fig. 1. Artificial Neural Network

METHODS ANDMATERIALS

TheANNbasedMDCsystemisshowninfigurel. Atfirst
theinputmicroarraydataisgiventopreprocessingstepusing log transformation to remove raw data to get clear data
and alsoitselectstheefficientfeatures. Then ANNisusedforthe classification of MDCsystem.

Microarray gene expression data have been utilized in past researches to perform cancer type
classification by using machine learning strategies. Decision tree (DT) was the most primitive machine learning
strategy introduced in comparing human proteins to informative gene in proteins containing diseases [6].
Diagnoses of cancer have been largely assisted by exploring gene expression data with the application of
technology available in microarray technique. The technology enables genes to be measured simultaneously in
a large quantity. In assessing significant genes, parametric statistical analysis has been typically employed to
establish statistical significance [7]. In literature, numerous algorithms and mathematical models have been
constructed and proposed to interpret and analyze gene expression data. In analyzing gene expression data, two
dominant strategies which have been focused are clustering and classification [8]. Additionally, there are also
numerous techniques which have been executed previously in classifying gene expression data, including, k-
nearest neighbors (k-NN) [9], Support Vector Machines (SVM) [10], Multilayer 2018 International Conference
on Advanced Science and Engineering (ICOASE), Kurdistan Region, Iraq 146 perceptron (MLP) [11], and
variants of Artificial Neural Networks (ANNSs) [12].

. Gene data preprocessing

The preprocessing of microarray data is an essential stage to remove raw data in the dataset. In this study,
the log transformation technique is used for preprocessing. It is a popular transformation technique to transform
the data into normal data. The log-normal distribution is followed by
originaldata. Thelogtransformationtechniqueisusedinthis study to remove raw data and select the efficient
features for classification. Thehighlyskeweddistributionsarereducedby log transformation. It can be used in the
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data to help the assumptionsofinferentialstatistics.
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Fig: 2. Gene data preprocessing

B. MDC usingANN
ANNmMmaodelisbasedonstructurefunctions. ANNSstructure may change due to the input and output. ANN has
input, output and hidden layer. It is also used in hand moment classification, heartbeat classification and
electrocardiogram signal classification. The input and output patterns with complex relationship are found in the
nonlinear statistical data modeling tools. It has a group of
nodeswhichisinterconnectedbytheneuronsinthebrain. The node in one layer is connected with the other layer.

The artificialneuronsarerepresentedascircular nodes and the connection of artificial neurons are made by
usingarrowsfrominputtooutputlayer. Thefirstlayerneuron is connected to the next layer. The neuron in each layer
is connected to the nextlayer.ReLU activation function is most commonly used activation function in neural
networks. ReLLU function is its derivative both are monotonic. The function returns 0 if it receives any negative
input, but for any positive value X, it returns that value back. Thus, it gives an output that has a range from 0 to
infinity. The activations functions that were used mostly before ReLLU such as sigmoid or tanh activation function
saturated. This means that large values snap to 1.0 and small values snap to -1 or 0 for tanh and sigmoid
respectively. Further, the functions are only really sensitive to changes around their mid-point of their input, such
as 0.5 for sigmoid and 0.0 for tanh. This caused them to have a problem called vanishing gradient problem.

Neural Networks are trained using the process gradient descent. The gradient descent consists of the
backward propagation step which is basically chain rule to get the change in weights in order to reduce the loss
after every epoch. It is important to note that the derivatives play an important role in updating of weights. Now
when we use activation functions such as sigmoid or tanh, whose derivatives have only decent values from a range
of -2 to 2 and are flat elsewhere, the gradient keeps decreasing with the increasing number of layers. This reduces
the value of the gradient for the initial layers and those layers are not able to learn properly. In other words, their
gradients tend to vanish because of the depth of the network and the activation shifting the value to zero. This is
called the vanishing gradient problem.

But there are some problems with ReLU activation function such as exploding gradient. The exploding
gradient is opposite of vanishing gradient and occurs where large error gradients accumulate and result in very
large updates to neural network model weights during training. Due to this, the model is unstable and unable to
learn from your training data.
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Fig.4. ReLU Activation Function with threshold

The SoftMax layer is used for classification. The n-dimensional vector is taken from the real values with
the range of 0 and 1. It is used for binary classification with two or more classes. In this work, the ANN is used
for the classification of microarraydatainMDCsystem.TheReL Uactivationisused in each layer of ANN for the
classification. Finally, the SoftMax layer in the fully connected layer is used for the classification of
MDCsystem.

— Fig.5

)
FullyConnected layer of MDC system
I1l. RESULTS ANDDISCUSSION
Performance of MDC system is analyzed by using gene expression dataset using ANN classifier and

publicly available cancer microarray dataset. It consists of leukemia dataset. The table 1 shows the microarray
dataset description.
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Table- I: Gene expression dataset-Description

Name of gene- | Number of | Number of Number of | Reduced Number of
expression | featuresin  Samples = classes | number of | selected features
dataset the dataset features by
with SVD |InfoGainAttribute
Eval
(ALL-AML) B9 7 |2 | 383 | 3
Leukemia-1 5,327 72 3 72 6
Colon 2,000 62 2 62 3
SRBCT 2,308 83 4 83 8
Lung Cancer 12,600 203 5 203 9
DLBCL 6,817 77 2 77 7
Table- 1I: Leukemia gene dataset-Description
No of No. of Total no. of cases
Dataset cancer normal cases No of Attributes
cases
Leukemia 47 25 72 7129

The input microarray is given to log transformation for preprocessing to remove raw data and also it
selects the efficient features. Then the selected features are used for classification using ANN. Table 2 shows
the classification accuracy of MDC system using ANN for ten attempts.

Table-111: Classification accuracies obtained at ten attempts using ANN for MDC system
No. of Classification No. of attempts Classification accuracy (%)
attempts accuracy (%)
1 93.50 6 96.00
2 93.00 7 91.50
3 91.50 8 94.50
4 89.00 9 92.00
5 88.50 10 90.00
Average accuracy(%b)
91.65
From the above table, it is observed that the overall
classificationaccuracyof91.65%obtainedbyusingANNfor MDC system. The higher classification accuracy of
96% and thelowestclassificationaccuracyis88.5%obtainedbyusing

ANNforMDCsystem.Figure3showstheperformanceoften attempts for MDC system usingANN.
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Fig. 6. Classification accuracies of ten attempts using ANN for MDC system

In the above figure, it is clearly observed that the higher classification accuracy is 96% and lower
classification accuracy is 88.5% using ten attempts for MDC classification system using ANN classifier.

V. EVALUATION TECHNIQUE:

In assessing the proposed deep learning CNN, ten cancer data were tested. These data were used in
training classification. Mean accuracy was obtained through averaging accuracy scores from the data. This
eliminates concerns on redundant tests and optimizes utilization on data that have been obtained. In this paper,
accuracy as a measure of performance for the proposed convolutional CNN is defined as following: To evaluate
the performance, the accuracy of the result is calculated.

Correctly Predicted Data

Accuracy = X 100%

Total Testing Data

V. CONCLUSION
AnapproachforMDCsystemusinglogtransformationand ANN is described in this study. The performance
of the system is made by publicly available gene expression database. The MDC system uses leukemia datasets
for performance evaluation. The input leukemia microarray data is given to log transformation to reduce raw data
and also to select the efficient features for preprocessing. The
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preprocessedimagesareusedforfurtherstep. ANNclassifier is used for the classification of MDC system into
normaland abnormal. The average classification accuracy is calculated
fortenattemptsofclassificationduetovariationsinaccuracy. The MDC system produces the average classification
accuracy of 91.65% obtained by using ANNclassifier.
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