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Abstract: In this article we explained the concepts of SVD and algorithm evolution. MF technique and the working of it with 

computational formulas. PCA withstep-by-step approach with example and A novel approach of Hyper SVD and How to fine 

tune it and pseudocode of the Hyper SVD with the Experimental setup using SurpriseLib and computing RMSE and MSE for 

the accuracy purpose and solving with the real time example which solves the cold start hassle also together and it can be 

seen that comparison of SVD and Hyper SVD and Random algorithm is done and types of Movies they recommended. There 

is far more difference between the results of the both algorithms and movie recommendations as per the results Hyper SVD is 

flexible and efficient and superior compared to other algorithms. 
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1. Introduction 

 

SVDis a traditional and most amazing algorithm with a broad scope of approach in various fields of data 

science. The SVD was introduced in late 90’s and greatly adopted in different computational works. And Even 

today the active research is happening with SVD combining with MF techniques. Even with the active research 

and progress in the algorithm methods still SVD is faded when compared with other algorithm performance. 

SVD offers a practical benefit and tuning hyperparameter using the PCA scalable alteration implied based on 

randomized approaches and to increase accuracy executions using different programming languages included in 

many modern ML libraries and frameworks [1]. SVD depends on the knowledge about user likings in the form 

of ratings, purchases done by the user. Reviews given by the user for the products. Usually, users try to purchase 

the products based on the region they belong to and jobs they are doing and necessity of the items required. This 

information also should be kept in mind while giving the personal recommendations to the user. When the user is 

trying to find the single item from the largest repositories its difficult for the algorithm to recommend items with 

accurate results this sometimes also lead to cold start problem [2]. Addressing these problems will give a rise to 

alter the present algorithm by tuning them according to the needs of the dataset so in this will use hyperparameter 

SVD by tuning the algorithm which we call it as Hyper SVD with help of MF techniques. In this article tried 

solve the accuracy problems with extension work of SVD with the MF approach and factorizing information 

using collaborative data will call this approach as Hyper SVD. In this approach the mathematical construction is 

explained for every scheme developed is explained thoroughly with the comparison of SVD, Hyper SVD and 

Random algorithms. 

 

2. Matrix factorization technique 

 

Let us start with the user item matrix. Remember its an end-by-end matrix n is the number of users and M is 

the number of items. So, it has be to be factorized. So, the idea behind MF is that we want to express the matrix 

are in terms of a productof two smaller matrices W and U. So we say that �̂� equals W times UT  is an 

approximation and it's going to have some error. As per the work proposed is to make the error as small as 

possible. 

�̂� = 𝑊𝑈𝑇 

 

Let’s look into the model which needs to be developed.First one of the key points about MF is that the size of 

W and U is much smaller than the size of R always remember R= M*N and it can be represented using special 

data structure Dict{{u,m→ r)}. Always U and W must be small so W=(N*K) matrix and U=(M*K) Matrix 

because W has and rows each corresponding to a user. We call this the user's matrix since W has m rows each 

corresponding to a movie, we call that the movie's matrix [3]. This takes up even less space than the ratings 

themselves. Normally pick a value of k between 10 and 50 and experimented with different values of K as it 

takes less space than the rating themselves actually it’s a good thing because in the proposed model the number 

of parameters of the model need to be less than the data point which need to be learnt from. Now just want to 

predict one specific rating prediction, Say�̂�𝑖𝑗  that’s the predicted rating for user I and movie j it is possible to 

obtain in a single scalar And of course that's very simple [4]. The entry in the cell is just �̂�𝑖𝑗 is just 𝑊𝑖* 𝑈𝑗. Unlike 

calculating all of the �̂� this is very fast and takes up a trivial amount of space. Its just the dot product of 2 vectors 
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of size k which mentioned earlier. this is the mechanics behind the model an how to make predictions lets us 

look in to the equation. 

 

�̂�𝑖𝑗 = 𝑤𝑖
𝑇𝑢𝑗  , �̂�𝑖𝑗 =  �̂�[𝑖, 𝑗], 𝑤𝑖 = 𝑊[𝑖], 𝑢𝑗 = 𝑈[𝑗] 

2.1 Interpretation: 

 

Let's suppose for example that each of the K elements in Wi and Uj represents a feature. Let's make things 

simple by assuming equals 5. So each element might represent a different genre or attribute of the movie action 

adventure, comedy, romance, horror and animation. 

Wi(1) is how much user i like action 

Wi (2) is how much user I like comedy. 

Uj(1) is how much movie j contains action. 

Uj(2) is how much movie j contains comedy and so on.. 

 

What happens when user i’s preferences correlate with movie j’s attributes and which is cosine similarity 

which is explained in my previous article [5]. 

 

𝑤𝑖
𝑇𝑢𝑗 =∣∣ 𝑤𝑖 ∣∣ ∣∣ 𝑢𝑗 ∣∣  cos 𝜃  ∝ 𝑠𝑖𝑚(𝑖, 𝑗) 

 

3. Model based approach 

 

By applying ML techniques always, we can find the closest users and items by pulling out the ratings by 

predicting it from the dataset which is chosen. By using the framework in the surpriseLib and training the dataset 

with the combination of users ratings, items and forecasting novel ratings by the users. It is not always the most 

efficient approach [6]. Always its trial and error approach and always need to check that whether algorithm 

yields satisfying recommendations. Combining the MF techniques with ML algorithms is always the frightening 

because of the mathematical formulae but it is always the best solution once the its blended and implemented 

which regulates the algorithms wide quality of obtaining the users and items automatically and even the genres 

of the movies will be found out easily. Sometimes the data which is not suitable for the illustration will be 

thrown out by the matrices. 

The use of model based approach that giving out the users the movies with wide variety of mixture of all the 

genres and increasing the efficiency of the approach. If a person by his data from the history shows that he is fan 

of 70% Sci-fi and 20% Romance 10% comedy. Then approach has to try to match him with mixture of those 

genres [7]. Now lets recall the concepts of MF by holding a sparse matrix and breaking them into a 2 smaller 

pieces in which few of the cells are empty that means items are not rated by the users. The biggest confront is 

filling the empty cells with new ratings. Some of the ML techniques are applied on this kind of sparse matrix one 

of the approach is Principle Component analysis(PCA). 

 

3.1 Principal Component Analysis 

 

It is usually described as a dimensionality reduction problem. Like all movies, a user might rate the data in 

many dimensions that can be fragmented which shows up the movies and its genres and  it is a multidimensional 

movie rating dataset. Every dimension is a movie. Let us call this rating matrix that has users as rows R (Tab.1). 

PCA  

Breaks the metrices into fragments which illustrates the data variance.Furthermore, The PCA finds the how 

personas are connected with the movies and its genres. Which means it tries to find out how well the movie fits 

in action genre. How well the fits in comedy genre. How well the movie fits in horror genre. PCA exclusively 

pulls out such information from the dataset [8]. PCA always breaks down the data into 3D and identifies the 

ratings. 

 

Let us solve with Example: 

 

 

R 

 Nati

onal 

treasure 

Aven

gers 

Gladi

ator 

Pl

at it 

again, 

Sam 

Cr

oods 

B

en 

4 5 5 4 4 

T

om 

3 3 3 4 5 
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A

nna 

4 5 5 2 5 

(Tab.1. Rating matrix) 

 

In the Tab .1 We can look into the movies and define there genres and call this matrix as a R. By looking into 

this we can allot the percentage of liking to an movies. Lets call call the matrix as a U latent feature we produced 

as in (Tab2) 

 

 Actio

n 

Sci-fi Class

ic 

 

 

U Ben 0.3 0.5 0.2 

Tom 0.1 0.1 0.8 

Anna 0.3 0.6 0.1 

(Tab.2. Genre percentage table) 

 

 

     RT 

 Be

n 

To

m 

A

nna 

National 

treasure 

4 3 4 

Avengers 5 3 5 

Gladiator 5 3 5 

Plat it again, 

sam 

4 5 5 

Croods 4 4 2 

(Tab.3. rearranged rows and columns) 

When we apply PCA on it. which reverse the Tab 1 and alters the rows into columns and columns into rows 

which helps us to find the movies which is most liked by the user. We call this matrix has RT. The matrix gives 

us the laten feature about the movies 

 

 

 

M 

 Act

ion 

Sci-

fi 

Class

ic 

National 

treasure 

4 3 4 

Avengers 5 3 5 

Gladiator 5 3 5 

Plat it 

again, sam 

4 5 5 

Croods 4 4 2 

(Tab.4. Resulting Matrix) 

As the resultant table falls under the hood of movie genres. So, lets name it as M (Tab.4) 

 

 

𝑅 = 𝑈∑𝑀𝑇 

 

Now lets apply the methodology of MF, By looking into above tables and equations of finding R. we have 

matrix M which is the combination of movies genres. And U with user liking the movie genres so now using the 

2 metrices we can easily find out R and empty spaces mean the movies which are not rated. Those movies can be 

predicted its ratings and regenerate R. As we do not consider RT because it’s a transpose of the matric R nothing 

else sometimes which may lead to false ratings. Now training data can be chosen to which ratings has to be 

forecasted [11]. Let’s look into what is the use of sigma matrix it’s a crossway matrix which helps is to keep the 

metrices in a proper manner. The matrix which is evolved can be multiplied with U and R can be formed always 

it’s a combination of 2 metrices So, R can be reconstructed by reproducing the fragments of ratings and use it to 

find the new ratings for all the users and movies. The ratings can be forecasted to all the distinctive user by 

multiplying the U and MT. This is how the MF works, in the end we are going to tie it all together[12]. 

 

4. Evaluating Recommender metrices 

1. Mean Absolute error (MAE): The test set contains n ratings which needs to be evaluated. Y is the 

ratings predicted by the systems and X is the ratings given by the user. To calculate the prediction error subtract 

the values of the actual rating with the predicted rating[13]. Then it has to be summoned with the all the ratings 
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which is present in our test set and divide by the total number of ratings to find the mean. So the value which is 

occurred is the error in each predicted ratings by the user. Remember, an error is wrong, so you want the lowest 

MAE to score.  

 

𝑀𝐴𝐸 =
∑𝑖=1

𝑛 ∣ 𝑦𝑖 − 𝑥𝑖 ∣

𝑛
 

 

How to solve it, let us look into the small example: 

 

Predicted Rating Actual Rating Error 

4 3 1 

5 2 3 

3 2 1 

4 2 2 

 

MAE=(1+3+1+2)/4= 1.75 

 

2.  Root mean Square Error: This is another way to measure accuracy. Once the MAE procedure is done 

the whole summoned value will be taken square root of it. Only because to avoid the negative values. The value 

which is gained is an prediction error [14].  

 

How to solve it, Let us look into the small example: 

 

Predicted Rating Actual Rating Error2 

4 3 1 

5 2 9 

3 2 1 

4 2 4 

 

RMSE = √1 + 9 + 1 + 4/4 = 1.93 

 

5. Research Problem (RP):  

 

RP1: The major problem while designing a RS is how well the metrices are used for optimization. So how to 

know our model is doing a good job? 

Solution: Computing accuracy of a filtering approach by making comparison with actual rating and predicted 

ratings. MAE and RMSE are the both accuracy metrices are used to solve this accuracy hassle below it has been 

explained thoroughly. 

 

6. Train/Test of Dataset 

 

The Dataset used in this research is from MovieLense Dataset, which is managed by the GroupLens 

community. Here we used 100K dataset, which contains 100000 ratings from 1 to 5 stars from 980 clients and 

1700 cinemas and also small demographic information such as age, gender and genres of the movies for the 

clients and also items we use random and sequence aware functions for splitting data into train and test 90% of 

the data will be used for training, and 10% of the data will be used for testing based on the timestamp [15]. 

 

7. Hyper parameter tuning of Hyper SVD 

 

Tuning the algorithm with necessary parameters always yields the good results. ML always deals with this 

kind of issues and SVD has a greater number of parameters which can be tuned for the desired results. Based on 

the datasets and the testing dataset the parameters need to be set according to the algorithm. In SVD we always 

try to pull out latent factors and dimensions need to be reduced and how much is always the conflict to answer. 

Because it always needs to be counted on the data which we are using for the training and testing data. The SVD 

model is implemented parameters can be set which ever is most reliable to us based on the requirement. The data 

need to learn from its own decisions and steps need to be involved in parameter tuning [16]. The process of 

trying different values and repeating the task until and unless you fetch the desired results with quality gain the 

process is known as Hyper parameter tuning. 

 



AMatrix factorization technique using parameter tuning of singular value decomposition for Recommender 

Systems 

 

 

3317 

Pseudocode for Hyper SVD: 

 

Print (“Searching for best parameters.”) 

Parameter_grid = { ‘n_epochs’ : [20,30], ‘lr_all’ : [0.005, 0.010], ‘n_factors’ :[50,100]} 

Gs= GridsearchCV ( SVD, parameter_grid, measures=[‘rmse’,’mae’], cv=5) 

Gs.fit(evaluationdata) 

#Best RMSE Score 

Print(“Best RMSE score obtained:”, gs.best_score[‘rmse’]) 

Parameters=gs.best_parameters[‘rmse’] 

HyperSVD=SVD(n_epochs=params[‘n_epochs’],lr_all=params[‘lr_all’], n_factors=parameters[‘n_factors’]) 

#Best MAE Score 

Print(“Best MAE score obtained:”, gs.Top_score[‘mse’]) 

Parameterss=gs.Top_parameters[‘rmse’] 

Hyper SVD=SVD(n_epochs=parameters[‘n_epochs’],lr_all=parameters[‘lr_all’], n_factors=parameters 

[‘n_factors’]) 

 

 

8. Experimental Setup of the proposed work and Comparing with SVD, Hyper SVD and Random 

algorithms: 

 

Step 1: Creating a AlgoBase which holds up all the algorithms in the SurpriseLib framework which is 

famous for RS research. The algorithms always tries to predict the best ratings SupriseLib is developed in such a 

way that for each user and movie the best predictions has be to be given as recommendations and its essential for 

estimating accuracy offline. 

Step 2: The functions in the Recommender Metrics class is dividing the training data and testing data based 

on our requirement which is done by the Evaluation Data Class and which loads the MovieLens Dataset. And 

Evaluated Algorithm is the class which utilizes all the functions which is specified in the Recommender metrices 

to compute accuracy [17] 

Step 3:GridSearchCV is the package which is used for hyperparameter tuning which is present 

inSurpriseLib. Framework of different parameters are illustrated in it to find different values. And its 

preprogramed in a such a way that it keeps on trying various possibilities of parameters and it informs which is 

the best fit. 

Step 4: Building param_grid which contains all the parameters names and list which are necessary for the 

required task and trying out the algorithms we have chosen for the task. Then GridSearchCV has to be built 

along with the algorithms which has to be examined and the list parameters which has to be tested for the better 

results.  

Step 5: Cross validation and Evaluation metrices has to be run every time and it has to be proficiently 

working with GridSearchCV with the training data. The task is to find the varieties of parameters which are 

compatible to work with training data we have chosen once it completes finding the best fit. The RMSE and 

MAE scores will be released and it will be stored in Best_Score which is the function of GridSearchCV which 

are the best output with minimum errors. 

 

9. Results and Discussions: 

 

 

Fig.1. Comparison results of SVD, Hyper SVD and Radom 
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The accuracy results look fine by looking at fig.1., and Hyper SVD has done an excellent job compared to 

other algorithms. RMSE and MSE are calculated concerning zero errors, so as per the results, SVD values of 

RMSE is below 0.90 and MSE is below 0.69, which says the lower the RMSE better the accuracy and lower 

MSE values, the better the accuracy of the algorithm. 

 

 

 
Fig.2. Movies recommended by SVD 

 

 

 
Fig.2. Movies recommended by Hyper SVD 

 

The above figures 2 and 3 show the results of the movies recommended by SVD and Hyper SVD. As a result, 

the movies recommended by SVD and Hyper SVD are not the same, and the ratings cut off are also not similar. 

Furthermore, the movies which are recommended contains all the genres and which the user might like. 

 

Conclusion: 

In This article we have proposed the Hyper SVD approach combining the MF techniques using PCA for 

dimensionality reduction. Moreover, Step by step novel approach with tuning the parameters for better accuracy 

and the computational schema for RMSE and MSE. As per the results, the proposed Hyper SVD yields better 

accuracy than the traditional SVD approach and various movie recommendations. The algorithm can be further 

improved based on the objectives and research problem by hyper tuning the required parameters based on the 

objective chosen and using the different similarity technique with combinations of other algorithms with Hyper 

SVD. 
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