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Abstract: Now a day’s image segmentation is widely used in many multimedia applications. We have 

introduced the optimized approach for image segmentation based on clustering for use on smart devices. The 

proposed optimized approach is based on the combination of partitioning of images using quad-tree and Ant 

Colony Optimization. This approach utilizes the strong ability of ACO i.e global optimization. The proposed 

optimized algorithm is evaluated on images of standard data set and its performance is compared with existing 

clustering algorithms. The qualitative and quantitative analysis has been performed to measure the efficacy of the 

optimized approach over conventional existing algorithms. This procedure obtains better quality results than 

existing clustering algorithms. 
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1. Introduction 

 

An optimization algorithm is a process of executing and comparing various solutions until an optimum 

solution is found. Optimization approaches are divided into classical optimization techniques and non-classical 

optimization techniques. A classical optimization technique has various methods such as direct method, gradient 

method, linear programming method and interior point method. Optimization is a technique which obtains the 

best solution to satisfy certain objectives. Design of various engineering problems is very complex process. 

Formulation of such engineering problems with an objective to satisfy all conditions of design is possible by 

proper use of various optimization techniques.  

 

The classical optimization techniques are beneficial for finding the ideal solution of uninterrupted and 

differentiable tasks. These techniques are used in analytical methods for differential calculus in locating the ideal 

solution. Classical optimization techniques handled various problems such as single variable functions, 

multivariable functions without constraints and with equality & inequality constraints.  

 

The Gradient based optimization techniques are more efficient with considering gradient information. These 

types of method use the calculus and derivatives of the objectives. The various types of gradient-based methods 

are steepest decent method, Newton’s method, Conjugate gradient method etc. 

Direct method of classical optimization uses to reduce the variational problem to ordinary limitation problem 

by determining the limitation of a function of several variables. Linear programming is a powerful tool for 

solving the problems in real world modeling.  

 

Interior methods are fast and their influence has changed both the theory and practice of constrained 

optimization. This method contains the universal conspicuous feature of the constrained optimization which uses 

for landscape today. 

 

Non classical optimization technique has various methods such as Ant Colony Optimization, Genetic 

Algorithms, Particle Swarm Optimization algorithms etc. The optimization techniques have wide range of 

applications in medical field to detect abnormalities, face detection in criminal purpose, tumour detection etc. As 

a result, optimization techniques can be utilized to generate an optimum outcome in comparison with simple 

segmentation method. There are several optimization techniques on image segmentation, all with the goal of 

defining the best solution.  

 

The rest of the paper is organized in the following manner: Section 2 introduces optimization techniques. 

Section 3 explains the optimized approach and section 4 summarizes the experimental results. 

 

2. Optimization Techniques  

 

Optimized k−means algorithm can homogeneously divide an image into sections of interest with the ability 

of escaping the dead centre and trapped centre at local minima phenomena [1]. The alteration on the hard 
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membership theory as engaged by the formal k-means algorithm is measured. As the process of a pixel is 

assigned to its subordinate cluster, if the pixel has two or more adjoining cluster centers with same distance, the 

pixel is assigned to the cluster with null or a smaller fitness value. Easy method for diagnosing tumour in brain 

magnetic resonance imaging [2]. The tumor is an uninhibited multiplication of cells of body tissues. The main 

issue in treatment of brain tumour is inaccurate detection of the tumour. Depending on the characteristics of 

tumour the line of treatment varies. It is very difficult to identify the tumour in human body manually. To 

overcome the above problem our paper suggests an approach for finding of brain tumor using k-means and 

improved fuzzy C-means for image segmentation.  

 

Optimization method which segments the image of pulmonary cancer [3]. Two methods such as Fuzzy k-

means clustering method and Particle Swarm optimization method are instigated for partition of image. The 

numerous parameters like PSNR and MSE are evaluated. Optimum solution is given by the proposed method. 

Various meta-heuristic methods for segmentation of brain tumour in 2D magnetic resonance imaging [4] by 

using Ant Colony Optimization (ACO), Genetic Algorithm (GA) and Particle Swarm Optimization (PSO). It is 

proposed that PSO algorithm out performs over ACO and GA algorithms. The enactment of Fuzzy C-means 

combined with Particle Swarm optimization method [5] and its variants are studied in various application arenas. 

To analyse methods in various arenas many metrics are utilize such as global consistency errors and deviation of 

information is used. The integrated approach proposed in this paper performs with better accuracy as compared 

to other techniques.  

 

A wide overview of bio-inspired optimization algorithms [6], grouped by the various biological fields that 

inspired each and the areas where these algorithms have been most successfully applied. Almost all the 

algorithms execute with heuristic population-based search processes that combine random variation and 

selection. An image clustering algorithm using Particle Swarm Optimization (PSO) with two improved fitness 

function [7]. Experimental analysis shows that clustering approach based on PSO performs better than the K-

means by generating more close clusters and larger inter-cluster separations.  

 

Hybrid techniques using various PSO trial-and-errors to enhance the k-means method and investigate the 

consistency of parametric value for various variants of PSO and k-means algorithm [8]. The k-means algorithm 

is made more stable by applying PSO for finding improved solutions.  

 

Genetic Algorithm is an investigative technique useful for optimizing combinative problem. In computer 

science genetic algorithm is a meta heuristic procedure based on the Darwins theory of evolution. It is widely 

popular for its usage to generate high quality solution to optimization. It relies on bio-inspired operators such as 

mutation selection and crossover.  The basic steps in genetic algorithm are selection of survival of the fitness, 

mating between individuals and lastly mutation which presents random Modification. The best chromosomes in 

genetic algorithm approach are selected into the mating pool. In mating pool chromosomes undergo cross over 

and mutation to produce new set of solutions.  

 

The PSO method is based on swarms like flocks of bird schools of fish. Individuals interact with each other 

during their growth and group members. In a PSO system the flight of each particle adjusts itself using its own 

experience as well as adjacent particle experience. This leads to encounter the best position by itself and its 

neighbours. There are various advantages of PSO such as it is very simple and fast, easier to implement, more 

efficient in maintaining the diversity.  

 

3. Optimized Approach for Image Segmentation 

 

For development of optimized approach of color and grey level image segmentation on mobile devices the 

quad tree   partitioning and ant colony optimization algorithm is used. 

 

Partitioning of image using quad tree 
 

In quad-tree partition method the image is denoted by layers in a structure of a tree. The root node of the tree 

is labeled by Є (entire Image) and the children of the root nodes are the four quadrant of the entire image/root 

node shown in figure 3.1. The process is carried out until there are no more regions to divide. Recursively calling 

this process leads to generate the quad-tree structure as a tree for representation of an image. Quad tree based 

image segmentation provides accuracy and efficacy which reduces the cost of reconstruction significantly [9]. 

The quad-tree is executed at each of the red, green, and blue channels of RGB color space. This will divide four 

equal-size sub-blocks. Quad tree processes the whole image into pixels [10].  
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Figure 3.1: Quad-tree Representation of Image 

 

Optimization using ACO 
 

In this approach the optimization technique is used. It is a modern demographic approach is motivated by the 

surveillance of real ant colony activities. Real ants are having ability to find shortest possible path that to a 

straight line. An ant secretes a chemical substance called Pheromone during walking and each ant follows the 

path way having Pheromone. Process of minimum residents of ants formed with stochastic iterative process. In 

this process every ant helps in solving the problem. So that every ant contributes a part in solving the entire 

problem. Flow of basic algorithm of ACO is shown in Figure 3.2.  

 
 

Figure 3.2: Flow of basic algorithm of ACO 

 

4. Experimental Results of Optimized Approach on RGB color space  

 

The comparison of implemented approaches is carried out for MSE, PSNR and MAE. Each parameter is 

evaluated for developed KM, MKM, EMKM and Optimized Approach (Proposed Approach-PA) for RGB 

images having cluster count of k, in which k is equal to 3, 4 and 5 correspondingly. Table 4.1, Table 4.2, and 

Table 4.3 shows the summary of MSE, PSNR and MAE evaluation for the RGB color space. 



An Optimized Approach for Image Segmentation on Mobile Devices 
 

 

3021 
 

 
Figure 4.1: Segmentation of RGB images for cluster value K=3 

 

Table 4.1: MSE Evaluation of Approaches for selected RGB images 

RGB Color Space Mean Square Error (MSE) 
Cluster k=3 k=4 k =5 

KM 

Image 1 25310.62 36285.32 6946.82 
Image 2 10394 36319.74 23143.33 
Image 3 2269.57 34153.26 28094.96 
Image 4 31873.85 1004.41 24954.88 

MKM 

Image 1 24490.08 36285.32 6946.82 
Image 2 10157.52 36319.74 23143.33 
Image 3 1698.97 34153.26 28094.96 
Image 4 31357.56 1004.41 24954.88 

EMKM 

Image 1 25310.62 36285.32 6946.82 
Image 2 9108.84 36319.74 23143.33 
Image 3 916.55 34153.26 28094.96 
Image 4 30505.42 1004.41 24954.88 

PA 

Image 1 23762.7 36285.32 6946.82 
Image 2 8507.84 36319.74 23143.33 
Image 3 498.99 34153.26 28094.96 
Image 4 30250.32 1004.41 24954.88 

 

Table 4.2: PSNR Evaluation of Approaches for selected RGB images 

RGB Color Space PSNR 

Cluster k=3 k=4 k =5 

KM 

Image 1 4.09 2.53 9.71 

Image 2 7.96 2.52 4.48 

Image 3 14.57 2.79 3.64 

Image 4 3.09 18.11 4.15 

MKM 

Image 1 4.24 2.53 9.71 

Image 2 8.06 2.52 4.48 

Image 3 15.82 2.79 3.64 

Image 4 3.16 18.11 4.15 

EMKM 

Image 1 4.09 2.53 9.71 

Image 2 8.53 2.52 4.48 

Image 3 18.5 2.79 3.64 

Image 4 3.28 18.11 4.15 

PA 

Image 1 4.37 2.53 9.71 

Image 2 8.83 2.52 4.48 

Image 3 21.14 2.79 3.64 

Image 4 3.32 18.11 4.15 
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Table 4.3: MAE Evaluation of Approaches for selected RGB images 

RGB Color Space MAE 

Cluster k=3 k=4 k =5 

KM 

Image 1 0.44 0.63 0.12 

Image 2 0.18 0.63 0.4 

Image 3 0.03 0.59 0.48 

Image 4 0.55 0.01 0.43 

MKM 

Image 1 0.42 0.63 0.12 

Image 2 0.17 0.63 0.4 

Image 3 0.02 0.59 0.48 

Image 4 0.54 0.01 0.43 

EMKM 

Image 1 0.44 0.63 0.12 

Image 2 0.15 0.63 0.4 

Image 3 0.01 0.59 0.48 

Image 4 0.53 0.01 0.43 

PA 

Image 1 0.41 0.63 0.12 

Image 2 0.14 0.63 0.4 

Image 3 0.01 0.59 0.48 

Image 4 0.52 0.01 0.43 

 

Graphical representation of the attained results of MSE evaluation of developed KM, MKM, EMKM and 

Optimized Approach with k=3 on RGB color space is shown in Figure 4.2. From the graphical representation it 

is evident that the optimized approach gives improved image segmentation with less MSE value for K=3 as 

compared to other clustering based image segmentation approaches.  

 

  
 

Figure 4.2: MSE evaluation of KM, MKM, EMKM and PA with k=3 for RGB 

 

Graphical representation of the attained results of PSNR evaluation of developed KM, MKM, EMKM and 

Optimized Approach with k=3 on RGB color space is shown in Figure 4.3. From the graphical representation it 

is evident that the optimized approach gives better image segmentation with less PSNR value for K=3 as 

compared to other clustering based image segmentation. 
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 Figure 4.3: PSNR evaluation of KM, MKM, EMKM and PA with k=3 for RGB 

 

Graphical representation of the attained results of MAE evaluation of developed KM, MKM, EMKM and 

Optimized Approach with k=3 on RGB color space is shown in Figure 4.4. From the graphical representation it 

is evident that the optimized approach gives better image segmentation with less MAE value for K=3 as 

compared to other clustering based image segmentation approaches. 

 Figure 4.4: MAE evaluation of KM, MKM, EMKM and PA with k=3 for RGB 
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5. Conclusion and Future scope 

The proposed optimized approach based on quad tree and Ant Colony Optimization which determines the 

optimal clustering of an image data set which produced a better segmentation. Optimized approach has a good 

segmentation result in comparison with developed and implemented KM, MKM, EMKM approaches regardless 

the number of clusters used. Quantitative analysis discovers that the optimized approach produces better 

segmented images with the evaluation parameters namely MSE, MAE and PSNR. Qualitative analysis is carried 

out which proves that obtained segmentation results of optimized approach are better than the developed KM, 

MKM, EMKM approaches.  
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