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_____________________________________________________________________________________________________ 

 
Abstract: Bionic Eye will play a major role in the future development of visually challenged people. This research focuses on 
design and development of Bionic Eye to detect the hurdles for visually challenged people. This intelligence system uses the 
shape and movement of an object for detection and tracking. The object recognition rate is improved with the help of 
Stochastic Decent Gradient algorithm. Raspberry Pi is the processor used for the Bionic Eye as it gives out command on the 
object detection and the data from the camera is collected and then transmitted to the system. The distance and object 
movement is obtained by ultrasonic sensor. The range of the ultrasonic sensor is set and the distance is measured. A camera is 

used for capturing the object. A voice output saying “there is an object in front of you” is heard after an object is detected. The 
accuracy of the object detection is obtained by the deep learning algorithm. Increasing the recognition rate is the main 
advantage over object detection systems. 
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1. Introduction  

Visually challenged people in the world are around 290 million, where 40 million people have no vision; 250 

million people have less vision. Most of them are above 50 years. The Bionic Eye - a visual aid for the impaired 

people is an object detection device. This model uses deep learning algorithm in order to detect objects at high 

data accuracy rate. It also uses an ultrasonic sensor for measuring the distance and a voice note is received from 

the audio jack. This paper gives an overview of object detection technique to channelize the objects through open 

computer vision and deep learning. 

Object detection is a computer technology for computer vision and image processing that deals with the 

detection, in digital images and videos, of instances of semantic objects of a certain class (such as people, houses, 

or cars). In many fields of computer vision, object recognition has applications, including image processing and 

video surveillance. Algorithms for object detection usually use machine learning or deep learning to generate 

useful results. The design network architecture is needed to learn the features for the objects of interest in order to 

train a custom object detector from scratch. Using deep learning leverage transfer learning, many object detection 

workflows use an approach that allows you to start with a pre-trained network and then fine-tune it for the specific 

application. 

This proposed work is an attempt to design an object detection module for visually impaired people which is 

the Bionic Eye - a visual aid system. It uses deep learning algorithms for auto detection of objects. This deals with 

the design and development of a system for the aid of visually challenged to roam outside world. The prototype is 

a model based on object detection. It can be used as a wearable like belt, glass, hat etc. This prototype uses 

Raspberry Pi as the processor with a memory of 16GB. An ultrasonic sensor is interfaced with the processor to 

detect the distance of the obstacle. 

2. Review of Object Detection 

Andreas H. Pech et al[1] outlines a new approach to Ultrasonic Signal Analysis for pedestrian detection in 

vehicles where the ultrasonic sensor tests signals dispersed back from the obstacle by task-specific methods of 

signal analysis. Charmi T. Patel et al[2] developed multi sensor-based object detection in an indoor environment 

for visually impaired people. The device consists of a multi sensor-based system for object detection using 

statistical parameters on a captured image, which is further validated using the algorithm of the support vector 
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machine. Deepthi Jain B et al[3] suggested Image Recognition Visual Assistance for Blinds, a visual help device 

in which the user accepts speech commands. Its functionality deals with the recognition of artifacts and signboards 

that use Raspberry Pi as the Open CV interface processor.Hot Glass Human Face, Object and Textual Recognition 

for Visually Disabled was presented by Diwakar Srinath A et al[4], and the device was proposed to practically 

render visually impaired people present. Sumeet Sanjay Walam et al[5] presented the Raspberry Pi Object 

Detection and Separation document, which is used to detect and distinguish the object by color from the 

collection. A light intensity camera to frequency converter system performs the detection of the relevant color. 

Sushrut Nagesh Kulkarni et al[6] proposed Automated System Object Sorting using Raspberry Pi. Here, an image 

is scanned first, and is then analyzed to detect the object's shape and color using Open CV. Rahul Kumar et al[7] 

developed A Novel Visually Impaired Approach using Object Recognition, a device that detects the object prior to 

the recursive neural network using the neural network and also produces an audio output and recognizes the color 

of the object in the second module using HSI color space to help visually impaired people detect the object and its 

color in front of them. Vivek Kishore Bhanseet al [8] proposed Face Detection and Tracking using Image 

Processing on Raspberry Pi, the kit uses Raspberry Pi as the processor control and a web camera to process and 

detect the image using Open CV, which then tracks and recognizes the human face. The Stochastic Gradient 

Decent Algorithm and Raspberry Pi are proposed to control and tracking the robotic movement [9 – 12]. 

3. Materials and Methods 

Object detection system block diagram is shown in fig.1. Obstacle distance is detected by processor interfaced 

ultrasonic sensor. Nearly 1000 datasets for 5-10 objects are collected and the classes are trained. Using machine 

learning algorithm, the test images are programmed using the python language to increase the detection rate. 

These trained objects increase the detection rate. The distance is then notified by the audio output using the text to 

speech convertor. 

 

Figure 1 System Block Diagram 

   Updated version of Rasberry Pi is Raspberry Pi 3 Model B+ which is shown in fig.2 and is the latest product 

in the Raspberry Pi 3 whose bandwidth 2.4GHz and 5GHz W LAN, faster Ethernet, and Power over Ethernet  

capability via a separate Power over Ethernet HAT. BCM2837 SoC (System on Chip) with a 1.4 GHz 64-bit 

quad-core A-53 processor, with 512 KB cache. Raspberry Pi is neither a processor nor a controller, it is an 

embedded computer. 
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Figure 2 Raspberry Pi 3 (Model B+) 

The distance is measured by sending ultrasonic waves in the ultrasonic sensor which is shown in fig.3. This 

wave hit the target and reflected back to measure distance. Ultrasonic sensor measures the distance by time 

between emitted and reflected wave. Eq.1 shows the formula to calculate the distance. 

tcDceDis
2

1
)(tan  …….(1) 

Where D is the distance, t  is the time between the emission and reception, and c  is the sonic speed. The 

value is multiplied by 
2

1
 because t  is the distance time for go-and-return. 

 

Figure 3 Ultrasonic Sensor 

A Webcam is a video camera that feeds or streams an image or video to a computer network, such as the 

internet, in real time, to or from a computer. Usually, webcams are tiny cameras that sit on a desk, connect to a 

user's computer, or are built into the hardware. During a video chat session between two or more participants, with 

conversations like live audio and video, webcams may be used. The flow chart of object detection is shown in 

Fig.4. 
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Figure 4 Flow Chart of Object Detection 

4. Results and Discussion 

   This proposed work is an attempt to help the visually impaired people to prevent accidents and to detect 

people and the objects around them using the machine learning algorithm. The system or the kit uses a web 

camera which is interfaced with the Raspberry Pi, the processor control. The processor captures images from the 

real time video camera which is recognized, compared and then detected. With the help of this machine learning 

certain data sets are trained using the Tensor Flow Library files in order to detect the objects or the faces in front 

of the visually impaired people. Python IDE 3.0 is the programming language used in here to train and test the 

images. The kit also consists an Ultrasonic sensor which then detects the distance between the object and the 

person, which is then converted into speech with the help of Pico text to speech converter and finally the output is 

delivered through the headset connected to the processor. Input voltage of 5V and input current of 2A is supplied 

via the Micro USB port. Raspberry Pi is used as the processor which processes the image accordingly and helps to 

detect the image. A web camera is connected to the Raspberry Pi to capture the live image and an ultrasonic 

sensor soldered in a PCB to detect the distance between the object detected and the prototype. Headphones are 

connected to the Raspberry Pi to hear out the audio converted from text to speech. Fig.5 shows the complete 

prototype for Bionic Eye system. 

 

Figure 5 Bionic Model 

At first Anaconda virtual environment is installed to manage the files of python along with its requiring 

libraries as shown in fig.6. The environmental variable path is configured and the requiring packages for Tensor 

flow are also installed. The datasets are collected and are labeled using the labeling Tool. 
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Figure 6 Screenshot of labeling the image using Labeling Tool 

 

Figure 7 Screenshot of the train and test directory 

The images labeled are to be trained which are to be converted from xml to csv.py files using the code. The 

images shown in fig 7 explain this process. These rained images along with tensor flow library files are shifted to 

the Raspberry pi software. The images are labeled to be predicted using the code so that the object can be detected 

in real time. As executing, the objects in the screen captured in frames per second through the web camera are 

detected according to the datasets given, in which some are Pets, bikes, cars and tress which tends to be some of 

the common objects available in the roads as it is necessary to identify them for the visually aided to be safe. The 

output is shown in fig.8, where the object is being identified with the help of its given features matching the 

object. 



P.Lavanya, M.Sathya Priya, P.Velrajkumar, D.Mythily, N.Amuthan 

 

 

3442  

 

Figure 8 Screenshot of the Object (Tree) being detected by the model 

After the object being identified as shown in fig.8, the distance of the object from the prototype is measured 

with the help of the Ultrasonic sensor where the ultrasonic rays are delivered from the sensor which hits the object 

in front and is received back by the sensor which is used to identify the distance. The distance measured is in the 

unit centimeter. This distance is then heard by the user using the text to speech convertor which helps them to 

notify them about the obstacle which is in the front. This paper presents the conversion of live stream into objects 

which are detected for the blind people.  

5. Conclusion 

   In general, this research helps the visual aided person to identify the objects and the distance of that 

particular object in front of them. Here, using machine learning the datasets of frequently available insight objects 

was instructed to help that in need, to avoid accidents. In order to train those Machine learning models, the Tensor 

flow Lite Machine learning library was used which is an end-to-end open source platform. By processing the live 

video captured by the camera, the objects were detected efficiently by comparing the features of the object. 

Finally, after detecting the object, the distance of that object was measured using sensor which converts text to 

speech. This speech alerts them about the obstacles and prevents accidents. Thus this prototype will guide the 

visually aided people with handy support and will ensure them to have a safe surrounding by helping them to 

avoid unnecessary collisions 
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