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Abstract- In this paper, we investigate the fractional order nonlinear quadratic differential
equation with initial value condition in Banach algebras under existence of solution. The primary
conclusion is established using basic hybrid fixed point theory methods for three operators under
certain monotonicity criteria.
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1.INTRODUCTION
Fractional differential equations appear in a variety of scientific and engineering
disciplines because the mathematical analysis of systems and processes in the
fields of physics, aerodynamics of complex media, and others requires fractional
order derivatives of the order. Many authors have recently examined fractional
order differential equations from two perspectives: the theoretical characteristics
of solution existence and uniqueness, and t he analytic and numerical methods
for solving them. The fractional differential equations are very useful for
describing the hereditary features of different materials and processes. As a
result, the subject of fractional differential equations is becoming increasingly
popular and play an essential role. Dealing with nonlinear differential equations
can be done in a variety of ways.

Fixed point theory is a crucial aspect of non linear analysis. For the existence of
a solution to a fractional order nonlinear differential equation, we applied the
fixed point approach. This approach has been demonstrated to handle a wide
range of nonlinear problems successfully, quickly, and precisely. Several fixed
point theorems are now used in nonlinear differential and integral equations
applications. The fixed point theorem is chosen based on the data that is
provided.

We consider the following fractional order nonlinear quadratic differential as
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D{ u(t) }I{ u() } —q(t,u(t), u(S () + F(t,u(t), u(SM) L <R

p(t,u(t),u(s())) p(t,u(t), u(s(t)))
(1.2)
u(ty) =up,u(s(t)) =w, eR (1.2)
P(ty, u(ty), u(s(t))) = p(ty, Ug, W) € R. (1.3)
fork >0eR,ae(0,1) A:U ->U ’
Where,p:R; X RXR—> R —{0} andqg,r:R; X R X R — Rare continuous

functions.

By a solution of fractional order nonlinear quadratic differential equation(1.1,)we
mean a functionu € /(R_, R) such that:

u(t)
p(t,u(t),u(s()))
(i) u satisfies(1.1),(1.2)and(1.3).

2.Auxiliary Results
We need some definitions, notation and hypothesis, listed here.

(1) The function t —{ } is continuous for eachu e R.

Let U =/(R,,R) be the space of continuous real valued function on R, and Q

be a subsetofU .Let a mapping A:U —U be an operator and consider the

following operator equation inU ,namely,
Definition2.1.[4].We say that solution of the equation (4) are locally attractive if
there exists a closed ballmin the space A’(R,,R)and for some real number
k>0suchthat for arbitrary solution u=u(t)andv =v(t) of equation(4) belonging
to B, (0)NQ we have that

lim@u®) -v() =0-

X—>»0

Definition2.2.[1]. TheRiemann-Liouville fractional derivative of order o>0,n—1<a<n&N
with lower limit zero for a function p is defined as

BN CI
Fl—a)dtdo(t—s)*

D“p(t)

p(s)

((—s)" ds respectively.
-s

Suchthat D™ p(t) = |0‘I0(t)=r(1 ),[t
a 0
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Definition2.3.[9] TheRiemann-Liouville fractional integral of order £>0,n—1<€<n,n€ N
with lower limit zero for a function p is defined by

1€ p(t) = — [} p(s){dst>0

(&) (t—s) |
where I'(§) denote the Euler gamma function. The Riemann-Liouville fractional
£
derivative. operator of order & defined by D* :% :%o 1<,

Theorem?2.1.[2].(Arzela-Ascoli  Theorem). If every uniformly bounded and
equicontinuous squence{ p, yof functions in/(R_,R),then it has a convergent

subsequence.

Theorem2.2.[2].A metric spaceU is compact iff every sequence inU has a
convergent subsequence.

We apply new hybrid fixed pint theorem [2] which is the main tool in the
existence theorem of solutions of fractional quadratic differential equation.

Theorem2.3.[2]:Let S be a non-empty,bounded and closed-convex subset of theBanac
hspace

U and let A:U —-U and B:S—U are two operators satisfying:

a) A is Lipschitz with a Lipschitz constant o.
b) B is completely continuous, and

c) AuBveSforallu €S, and

d) aM<1where M=IB(S)l:sup{IBu I:u €S}.Then the operator equation AuBu =

u has a solution in S.
EXISTENCE THEORY
We seek the solution of 2.1) in the space/(R,,R,R)of continuous and real-

valued function defined onR, . Define a standard norml:| and a multiplication”-”in
(R,,R)by,

Tul=sup{ju (t)[teR+F,(u v)(t)=u (t) v (t) teR.
Definition2.6.[2]:A mapping g :R:xRxR—R is Caratheodory if:

1) t—q(t,u,v)is measurable for eachu,v €R and
i) u—q(t,u,v)is continuous almost every
where for teR..

i) Furthermore a caratheodory function
qis ¢'-caratheodory if:
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iv) For each real numberk >Othere exists a functionh, € ¢'(R_,R)such that |

q(t,u,v) < h (t)a. e. teR. for allu,v eR with |u], <k, |v| <k.

Finally, a caratheodory function q is¢', -caratheodory if:
X

There exists a functionh e £'(R,, R) such that |q(t,u,v) [<h, (t)a. e. t€ R, for allu,v

eR.
We need following lemma to prove our result.

Lemma2.1.Suppose that ac(0,1)and the function p,qsatisfying fractional quadratic

differential equation (1.1-1.3). Then u is the solution of the fractional quadratic
differential equation(1.1-1.3)if and only if it is the solution of integral equation

Ug kot u(s) ds
_ Pllo o o) T(@) 0 p(su(s)u(S(sPit-s)"
u(t)=p(t, u(t),u(s(t))) o L (PAGUEUEEN) 4, 1 [ HEUNEE) 4
T(a@)o  (t-s)t@ Ta)Yo  (t-s)' @

(2.2)

for all t€ Ry

We need following hypothesis for existence the solution of fractional quadratic
differential equation (1.1).

(A) The function p: Ry x R x R — R — {0} is continuous and  bounded with
bound P= p(t,u(t),u(5(t)))| There exist a bounded

sup p(t,u(t),u(s(t)))eR, xRxR
functionl : R, - Rwith  bound|l|| satisfying:

[Pt u(t), u(S(1)) — p(t, v(t), (SO <1ty max {Ju(t) —v(B)], Ju(SE) —v((SL))}

forall u,veR

(A,).The function q(t,u,v):R,xRxR—Ris satisfying caratheodory
condition with continuous  function  h(t):Ri—R  such that
g(t,u,v) <h(t) VteR,andu,veR.

(A;).The function p :R+xRxR—R—{0}is satisfying caratheodory condition with con

tinuous function i(t):R+—R such  that u(t) <i(t)teR,and ueR(
p(t,u(t),u(s())

.The function u,Vv: —> erine the formulasu(t S an
A, ).The functi R, >R defined by the f I()'[L“;')d d

V)= e f(s))l .

functions P(t),u(t)and v(t) vanish at infinity.

is bonded onR, and the
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3.MAIN RESULT

Theorem3.1.Assume that conditions ( A )—( A,) hold. Further if IK<k and KK;<1,

Where K and K iis defined as there exists a constant K, K,>0 such that

K, —sup{r((t; R+} and K, —sup{r(( )) eR+}, | + K, + K, =K .Then
a a

functional quadratic differential equation (1.1) has a solution in the space C(R+,R),
more over solution of (1.1) are locally attractive on R..

Proof: By a solution of fractional quadratic differential equation(1)we mean a
continuous function U:R,—R that satisfies fractional quadratic differential

equation(1) on R.. Set U=C(R+,R) and define a subset S of U as S={ucU:lul<k}.
Where k at isfies the inequality, IK<k

Let U=C(R+,R) be a Banach Algebra of all continuous real-valued function on
R:with The norm,

|lu=suplu®)|,teR, (3.1)

We shall obtain the solution of fractional quadratic differential equation (1.1)
under some suitable conditions involved in(1.1).Now the fractional quadratic
differential equation (1.1)is equivalent to the fractional quadratic integral
equation (2.2).

Let us define the two mappings A:U—UandB:S—Uby,
Au(t) = pt,ut),u(st)).teRr, 3.2)

u(t,) 4 J‘t u(s)
P, u(ty).u(6(%))) T'(a) -t p(s,u(s),u(s(s)))

Y CRTCRTC0N PRI CITO TG Ry
T(a)  (t—s)° C(a)s  (t-9)°

Bu(t)= (t—s)*'ds

(3.3)

Thus from the fractional quadratic differential equation(1)we obtain the operator
equation as follows:

u®=Au ()Bu (t) teR.. (3.4)

If the operator A and B satisfy all the hypothesis of theorem (2.3), then the operator
equation (3.4) has a solution on S.

Stepl: Firstly, we show that A is Lipschitz on S.Let u,ve B, (0) ,then  by(H,),

| Au(t) — Av(t) |<] p(t, u(t), u(S (1)) - p(t, (D), v(S(L) |
<a(®)u(t)-v(b)|
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forall teR:,u,v ES

Taking suprimum over t we get,|Au— Av||<|c||u—v| forall u,veS. Thus, A is

Lipchitz onS with Lipschitz constant« .

Step I1: To show the operator B is completely continuous on U. Let {u,} be a
sequence in S converging to a point u.Then by lebesgue dominated convergence

theorem for all t € R,, we obtain

limsu, O

un(tO) _ k J‘t un(S) (t_S)aflds
P, U, (), u(5(% )))  T(@) *e p(s,u,(s),u((s)))

=lim

- v j‘ q(s,u, (8).u(o(s))) o f r(5,U (8).U(3(5)) 4o
)™ (=9 r@h (-9~
= u(to) _ k jt un(s) (t_S)a—ldS_l_ k j q( )un(s)lu(é‘(s))) dS-|— k J[ I’(S,Un(S),u(é‘(s))) dS
Pl U4 () U(B)) - ) pls.0,(8) u(S(s)) A R LR

= Bu(t), VteR,

This shows that B is continuous on S.

Next,we will prove that the set B(S)is uniformly bounded in S, for anu,v e S ,we have,

T RN S J© BRI
Pty U(t,). U(S())  T(a) % p(s.u(s),u(5(s)))

Bu(t)|=
[Butt) N IQ(S u(s), u(5(8)))OI k I r(s,u(s), u(5(5))) ds
[(a)%  (t—s)** F(a) b (t—s)t
B B S T RPN
||0(t u(ty) u(s(, )))| () % p(s,u(s),u(5(s)))
1 It q(s,u(s), u(5(5))) 1 Ir(s u(s), u(5(8)))
I'(a) (t—s)“* F(a) o (t—s)“*
<p k[ MO geigey L[ ACUDUOE) g, L rUOUOE) o
(@) 7o p(s,u(s),u(s(s))) [(@)®  (t-9) F(a) (t-s)

k Jt P(s)_l ds+ 1 J-t h(s) .
I'(a) 6 (t—s)” ['(a) 6 (t—9)"
Taking supremum over t,we obtain

=0

ka(t) | b(®)

<P+K,+K, =K,say.
I'() F(a)

|Bul|< P, +

Therefore |Bu|| < K, which shows that B is uniformly bounded on S. Now we

will show that B(S) is equi-continuous set inu.Lett;,t,ER.witht,>t;andu € S [then
we have
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|Bu(t,) — Bu(t,)| =

|Bu(t,) - Bu(t,)||But,) - Bu(t,)| <K,ueS
u(tO) k t U(S) a-1
T L, ( (t-s)*tds

Pl U()UG(L)) T(@) P(s,u(s)u(5(s)
([ AU o, UL
T@)%  (t-9)° F@% (-9

) gy

<| u(t,) ~ u(t,) |+ () 76 p(s,u(s),u(s(s)))
TIPl U(G)UG®,) Pl U uE®))| | A [ MO gyeags
[(&)% p(s,u(s)u(S(s)

+‘ S CTIORTIGIC) RISy q(s,u(s),u(a‘(s»)ds‘

I'(a) % (t—s)“* (@)%  (t—s)**
+‘ k It Ir(s,U(S),U(_51(S)))dS_ 1 It r(s’“(s)'“(f(s)))ds‘
(@)’  (t—s)” I(a)'s  (t-5)°
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I'(a) +J“2(t ) ids— j (t, —s)**ds "T(a) +J' (t - )afldS—J.:l(tl—S)“’lds

,—S)“ds —L? (t,—s)“*ds ‘

oot L9 |
J’_

‘T N AXSEA

{(tz—sv}b_'(tl—s)a"z {(tz—s)a}”_‘(tl—sv"z
k||P|| —a | L -a | +M —a || -a
() +_u_tz I (a) +_u_t2
L o L o

[t —t,) = (t,~t,)" ] [t -t,) —(t,-
r(a+1)”P” (-t ~t)”] r(”h” -t - t)]

+H(tl— 2)“—(t2—t2)§]‘ \ [(t-t) - (t,-
o I ey
g L i -6

ast;—t,, VneN.Implies B is equi-continuous. Therefore by Arzela Ascoli theorem that B
is

}—)0

completely continuous operator on S.
Step I11: To show u= AuBvBy=u,veS.LetueU andv e Ssuch that u= AuBv .By
assumptions (A, A, A)

|u(®)|=|Au(t)Bu(t)|

<|Au(t)||Bu(t)|
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L GO0 PR I TN
rE)’ (-9 rE)’ (-5
P| UtO) +‘_ K Jt U(S) (t_s)a—lds
\p(to,U(to) u(@@)) | | T(5) % p(s,u(s),u(s(s)))
+| 1 jtq(s ,U(s),u(5(s))) | 1 trs,U(S),U(é(s»)dS
M) (t-5)" (t—s)**
SP{PO+ k jt u(s) (t—5)" s st jp(s,U(S),ua(cf(S)))ds 1 It r(s,u(s) “(ﬁ(s)))ds}
(&) p(s,u(s),u(s(s L) (t-3) (@)% (t-s

Taking supremum over t,we obtain

SP{PO+ K J.t P(s)flds+ 1 r h(s)lds}
[(a) . (t-s)° [(&) 7 (t—9)

SP{POJrku(t) V(t)} P{P,+K,+K,}=PK <k,
[(a) T(S)

Therefore Ju|| < PK <k,.

That is we have, ||u| = AuBu||<k;, ¥ ueS Hence assumption (c)of theorem (2.3) is

proved.

SteplV: Also we have M = |B(s)| = sup{|Bu)|}

u(t,) Kk ,[t u(s)
P(t, u(ty),u(5(ty)))  T'(@) 7o p(s,u(s),u(s(s)))

(t—s)*ds

RN [ AEUOUEE) o K[ rauDUE)
T@) s (t=s)“° T (-9
OIS R N
_ Pt u(t,).uG L)) [T@) % (s, u(s) u(5(S)
<sup{sup
[ sus) uOE)) [ U 4
I'(a) %% (t—s)** F(a) to (t—s)**
colp sk j‘ (s) - s Itq(s,u(s),u(é(s»)dS+ U0
T | 0 T(e) ' p(s,u(s),u(s | v (t-9)*? T(@)%  (t-s)**

SSUp{P0+ K jt P(S)flds+ K r h()lds}
teR, [(c) 6 (t-5)” [(a) Yo (t-5)”

Taking supermum over t, we obtain
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S{PO +@+&
I'a) I'(e)

<{R+K, +K,}=K

}

And therefore MK=KK<1.

Thus the condition(d)of theorem(2.3)is satisfied.
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Hence all the conditions of theorem(2.3)are satisfied and therefore the operator

equation

AuBuU =u has a solution. As a result, the fractional quadratic differential equation(1)has

a solution defined on R;.

Step V: Finally, we have to show that the locally attractivity of the solution
for fractional quadratic differential equation(1.1).Letu andvbe two solutions

of fractional quadratic differential equation (1.1) in S defined on R.. Then, we
have
u(to) _ k It U(S) (t_s)a—lds
[P, uEO)] p(t u(ty),u(d(t,))) Ti(ex) s p(s, u(s) u(s(s))
T f q(s,u(s)u@E)) 4 I F(s,U(),u(5(s))) 4
u®-v(o)] - T Gt T e
V(to) _ k J‘t V(S) (t_S)a—ldS ]
v EO)] p(t V() V(S(t,))  T(a) s p(s, v(s) v(5(9)))
o N £q(s,v(s).V(5(3))) 4 Ir(s V() V(S(E)) 4
F(rf) b (t-s)* NG (t )

% U(t) t))%+ , Pie u(s)(S)( syt

<4|p(t,u(t),u(s)))|
tq(S,u(s), S S,u(s), S
Hj ( ()(5()))O|s‘+ A I r( ()(5()))ds‘
reh T e rE’  (t-s)*

| V(t ) V(S) (t _ S)a—l dS ]
+ PtV V(S ) Pl ) V(00 ‘ F(a to p(s Yk V(o)

|2 RGAOACO) ‘ ‘ r(s,v(s), ((s)»d‘

r@t -9 r(g) b (t-s)?
gp{p+ k I‘| u(s) I(t_s)afldS+ 1 Itq(s,u(s),u(é(s)))OIS+ 1 jtr(s,u(s),u(é(s)))OI

" T(€) %% p(s,u(s),u(5(s)))] T(@)%  (t-9)"" T(@)%  (t-s)"

+
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p{po+ LSS TC RN PRV AR o VORI G P [} LML) g }
[(@) [ p(s.v(s). v((s))] F@)%  (t-9)" M@ (t-s)"

colpe P e L 0
(@) % (t—3)" (@) % (t—s)°

sZP{IDO+ K j't P(S)fl ds+ 1 J'[ h(s) < ds}
(@)% (t-s)" () % (t—s)”
Taking supremum over t,we obtain

SP{PO+@+E}

['(e) T(a)

Since | mac) = o, [imp(®) = 0and [jmP ) =o for e>0,there exist a real number

n—oo n—oo n—oo

T'>0,T">0,T"™>0 such that if

WechooseT *=max {T' T" T”} forallt >T~

p <% at)< ¥ angpry < 12
= 6kP 6kP

Then from above inequality it follows that|u(t) —v(t)| < & for all t>T*. Hence for all
t>T" (1)has a locally attractive solution on R..

4. EXAMPLE

Consider the following fractional quadratic differential equation of type (1.1)

: u(t) u(t) _ .
° {p(t,u(t),u(a(t»)}{ p(tu(t»u(é(t»ﬂ_q“’“(t)’mt)»+r(t’“(t)’“(é(t»)'t R

u(0) =0, p(0,0,0)

Where the functions p(t,u(t),u(5(t)))=sint{ u(®) +e‘t},
1-u(t)

1 1 1
QLU0 UEO) = s o) Tt u(), (5(t)))—(1 m h(t)— and P(1)=—anda = k=2

(A)-Now|p(t,u(t), u(s(1))) - p(t, v(t), v(5(1)))| s
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{sint[ﬂ + e“}} —{Sint[ﬂ-i- e“}H
1-u(t) 1-v(t)

sint u® _ vt
1-u(t) 1-v(t)

<Jsin t||u(t)v(t) +u(t) —v(t) —u(t)v(t)|
| uv)—ut)-vt)+1 |
<[sint|ju(t) - v(t)|
<K(t)|u(t) —v(t)
<[Kllu-ve)

Since K(t) =sint say which is continuous and bounded on R has bound lxl.
(A,).Take, h(t)=t12 , it is continuous on R.

Implies that q(t, u(t), u(S(t))) + r(t, u(t), u(s())) <h(t) that is

Implies , caratheodory satisfy above condition.

(A;). Thefunction u(®) IS again caratheodory function with continuous

p(t,u(t),u(s()

function P:R+—R such that P(t)=——
cost
u(t)

<
p(t,u(t),u(s(t))

It follows that all the conditions (A)—(A;) satisfied. Thus by theorem (2.3)
above problem has a solution on R,.

and satisfying

P(t).
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