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ABSTRACT : Now-a-days, supply chain management is one of the crucial factors in business for identifying 

the flow of goods, raw material storage, movement of products and inventory process so on. The main aim of 

the supply chain management process is to provide the valuable business services, infrastructure, logistic control 

and inventory control to the business for improving the business. Among the various supply chain factors, 

inventory control is one of the difficult tasks in supply chain management process because of high cost 

inventory, consistent stockouts, low rate of inventory turnover, high value of obsolete inventory, maximum 

working capital, huge cost for storage and lot customers. Then, several supply chain management techniques are 

introduced in traditional to control the inventory process but they are failing to detect with greatest accuracy due 

to the low convergence rate in computation techniques. So, in this paper introduce the effective and optimized 

neural network computational approach for managing the inventory control. In addition to this, the system 

ability to select the product based on the few factors that improve the inventory control system accuracy. Then 

the excellence of the system is evaluated using experimental analysis and respective performance metrics. 

Keywords: Supply Chain Management, inventory control, business, obsolete inventory, optimized neural 

network computation techniques and accuracy 

 

1. Introduction 

Now-a-days most of the business process focuses on the supply chain management (SCM) process [1] because it 

provides several raw materials, products to the business process with minimum cost but satisfying customer 

demands successfully. In general, the supply chain process creates the interrelation between the stakeholders 

and customers in the business process [2]. Depending on the supply chain management professionals, reported 

that the supply chain management is process of providing the planning, activities related to logistic management 

process, procurement, sourcing and so on. Among the various business activities, SCM process [3] successfully 

integrate the service provider and customer for improving the growth of the business. From the different 

process, inventory is one of the effective supervision processes in supply chain management process that 

examines the continuous flow of goods at manufacture side and sales point facilities. The inventory 

management [4] process maintains the complete record of entire product in sale, return and new items which 

helps to identify the flow of business. When comes to the larger companies, inventory management process is 

most complex process due to the organization type and size. In the organization, inventory control [5] includes 

the product raw material, working products, finished products and semi-finished products. The effective 

management of inventory improves the profit of entire supply chain process because it successfully manages the 

cost of inventory. This discussed inventory control and management is more important in supply chain 

management process[6] because of easy, quick satisfaction of customer, continuous production process and 

prevent the shortage of raw materials.  

Even though, the inventory control [7] played a vital role in supply chain management process, it should be 

handling several inventory control problems. The inventory control process consists of various non-linear model 

that are difficult to process, quality indicators are difficult to identify, in ability to self-adaptation, consuming 

more time while collecting data, indirect process of information collection and several uncertainty factors such 

as transportation condition, time, continuous changes of demands. So, different inventory management 

techniques [8] are used to manage goods details, handle the customer demands and improve the company 

profitable. One of the inventory control technique is stock review[9], which is only applicable to the low level or 

small business process. In this process, stocks are continuously examined according to the future needs which is 

mostly works according to the manual process consumes more time to minimum customer demands. Another 

inventory control technique is just in time (JIT) method [10] in which the product is examined according to the 

customer requirements, demands and user behavior. The JIT technique satisfies the customer demands without 

considering the quantity of products, risk and problems. But the main disadvantage of the JIT technique leads to 

create product or service out-of-stock earlier. The next method is ABC analysis[11], in which inventory is 

managed according to the values and significance, based on this inventory is categorized into three types. In 

category A, ABC process detects the low quantity goods are identified in the high value, category B, moderate 
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quantity with moderate value goods are predicted. Finally, in category C, high quantity, low value goods are 

identified to manage the inventory process. Even though, ABC process effectively evaluates the high value 

goods, the resources are need to monitored continuously which is very difficult. 

Due to the difficulties involved in the conventional inventory control [12] process, the effective and optimized 

techniques are needed to manage the user requirements in new environment. For attaining these requirement, 

neural network model is created to examining the control the inventory model. The traditional neural network 

effectively processes the relationship between the user and their requirement in every input and hidden layer. 

Even though, the network model [13] should adapt the environment by making the proper training and learning 

process. During the learning process system may takes time for updating the weights and inventory information.  

In addition to this, the neural network model easily converging related to the local minimum and slow 

convergence. For overcoming this issues inventory control system, in this work effective training and inventory 

model prediction system is created by applying the propagation rule based trained recurrent neural network. The 

propagation rule- based approach train the user requirements, continuously updates the weights value of the 

network to reduce the deviation of computation in dynamic environment. Then the incoming new user 

requirements are effectively handled in supply chain process using the recurrent network. This discussed neural 

network inventory control process is created using MATLAB tool and the efficiency is examining using 

performance metrics. Then the rest of the manuscript is organized as follows, section 2 analyze the various 

research author opinion and work regarding the inventory control process, section 3 discussing about optimized 

neural network-based inventory control in supply chain management, section 4 evaluate the efficiency of 

introduced system and concludes in section 5. 

 

2. Related Works 

In this section discusses about the various research authors opinion regarding the inventory control process in 

supply chain management process. Taylor M., Fox C. (2011) [14] creating the effective inventory management 

process in supply chain using the dynamic Bayesian networks. The introduced approach creates the platform to 

examining the user requirements for non-specialist manager by creating the software systems. The system 

successfully predicts the economic orders, quantity of orders and inventory problems are predicted. From the 

identified information, markov decisions are handled with the help of Bayesian network which reduces the risk 

factors involved in the supply chain management process. 

AslıBoru et al.,[15] introducing the optimized artificial intelligent techniques to resolve the inventory routing 

problem. During this process, three different patterns such as lumpy, erratic and intermittent are examined in 

two phases. In first phase, the genetic algorithm is applied to the user requirements, order level and customer 

demands are examined with minimum cost of supply chain management process. From the examined business 

and customer demands, it is processed with the help of neural network to predict the reorder point, customer 

demand forecast to improve the inventory process. The efficiency of the system is evaluated using the 

experimental analysis, then, the neural network- based inventory control process ensures the 98.54% of accuracy 

and improve the service level in supply chain management process. 

TamásVargaet a., [16] resolving the inventory management problems in supply chain process using the particle 

swarm optimized Monte Carlo Simulation process. Initially, the user requirements and demands are collected 

which is processed in terms of memory- based algorithm. Then the effective former function is used to predict 

the complexity involved in the supply chain and the excellence of the system is evaluated using the benchmark 

of dataset, in which gradient-based particle swarm optimization approach attains the maximum results while 

managing the inventory problems in supply chain process. 

Elkhechafi, M et al., [17] solving the discrete optimization issue in supply chain management process using 

firefly algorithm. The collected business-related information is processed by the firefly algorithm which 

successfully identify the available stocks related to customer needs. During this examination process, cost and 

level of services related issues are controlled using characteristics of firefly algorithm. The efficiency of the 

system is determined using experimental results in which the system ensures the better solution to the supply 

chain management problem comparted to the deterministic approach. According to the above research author 

opinions, inventory control is one of the main issues in supply chain management process. Depending on their 

analysis, artificial intelligent techniques are mostly used in the business environment for resolving the 

computational issues. From the research author opinion, in this work, effective and optimized neural network is 

used to examine the customer demands on specific business successfully. In addition to this, the introduced 

method reduces the complexity due to the effective training process. Then the detailed study of inventory 

control in supply chain management process is discussed in section 3. 

 

3. Optimized Neural Network based Inventory Control process in supply chain Management 

In this section discusses about the inventory control process[18] in supply chain management process which is 

done by using the optimized neural network approach. This created system used to examines the inventory level 

of the company or business using the optimized neural network. During the implementation process, system 
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gathers the input from the previous process which includes the wholesale retailer information, supplier of the 

company, part of supply chain details, delivery time, date of order, current demand level , demand in after 3 

months, 3-month order cycle demands, current inventory level, purchasing price and transport cost information 

[19]. The collected business requirements are processed by the intelligent artificial technique to determine the 

inventory details effectively. First the collected information is arranged in the working space, if the collected 

information having any missing data, it should be replaced by the computation of average of specific details. 

After replacing the missing values, it is processed by the propagation rule based trained recurrent neural 

network. Initially, the training model is created using the propagation approach because it effective maintains 

the inventory information [20] by doing continuous updating of network weight value.  

Propagation based Training process 

Before making the training process, inventory model should be created. In this work, automotive Manufacturer 

Service Operation Management (MSOM) publicly available business dataset [21] information is used to analyze 

the inventory control process in supply chain management process. During this process, system should consider 

that supplier level information, wholesales, manufacturers and retailer details. After collecting the details, here 

discussing the few factors [22] that influencing the inventory control process. First different cost factor is 

analyzed because, cost only determine the purchasing and production of the business product. The effective 

control of inventory cost leads to reduces the overall enterprises cost because, the cost includes in shortage cost, 

transportation cost and storage cost. Second factor is demand level, in which, business process should satisfy the 

demands of the customer because the demand is proportional to the inventory level of the business. Third factor 

is supply level; it indicates that the finished products that is proportional to business inventory level. Next factor 

is quantity of substitutes, which is used to substitute of other part, that is negatively proportional to business 

inventory level. Lead time is another factor of inventory level, which examines the product order time, waiting 

time, manufacturing time, supplier delivery time, transportation time, quality checking time and usage time. So, 

the time is positively proportional to the business inventory level.Next factor is customer service level, which 

refers to the satisfaction of customer level for ordering or receiving the products with respect to their demands. 

The customer service level is negatively proportional to the business inventory level. Based on the above 

business factors, the data is collected from the company which is analyzed using the introduced computational 

techniques [23]. First the gathered data is divided into two parts such as training (80%) and testing (20%) in 

which the training part is high because, the system must be learn and adapt to the inventory control management 

system. During the training process system able to analyze different type of business data which helps when the 

new incoming customer demands easily. As discussed earlier, before making the training process, missing value 

should be removed and the data should be normalized to change the representation of the data into 0 to 1. After 

that the training process is performed with the help of propagation chain rule in which errors [24] are propagated 

in forward and backward to get the effective neural structure. During the training process error offset process is 

added in the network for resolving the convergence problem in propagation training process. The training 

network consists of three layers such as input, hidden and output layer. As discussed in the inventory factors, the 

input layer receives 9 inputs such as ordering cost, storage cost, transportation cost, shortage cost, demand level, 

quantity substitutes, supply level, service level and waiting time. The incoming input is processed by the hidden 

layer in this work 3 hidden layers are used to process the given non-linear inputs and produce the linear output 

effectively. During the training process, the error [25] must be computed to get the exact value. So, the error 

value must be defined while train the network which is done as follows, 

𝐸𝑟𝑟𝑜𝑟 =
1

2
∑ (𝑎𝑝 − 𝑦𝑝)2

𝑝       (1) 

In eqn (1) a is the target output of pth sample in training, y is the actual output of p th sample in training. The 

obtained error value is redefined for reducing the convergence rate. 

𝑅𝑒𝑑𝑒𝑓𝑖𝑛𝑒𝑑 𝐸𝑟𝑟𝑜𝑟 =
1

2
∑ (𝑎𝑝 − 𝑦𝑝)2

𝑝 +
1

2
∑ (𝑓−1(𝑎𝑝) − 𝑓−1(𝑦𝑝))

2
𝑝   (2) 

Here, 
1

2
∑ (𝑓−1(𝑎𝑝) − 𝑓−1(𝑦𝑝))

2
𝑝  is denoted as error offset value of training process. 

After redefining the error value, the weight value of neural network [26] must be computed which is done using 

eqn (3) that is delta rule. 

𝑤𝑖,𝑗
𝑚(𝑝 + 1) = 𝑤𝑖,𝑗

𝑚(𝑝) + ∆𝑤𝑖,𝑗
𝑚     (3) 

In eqn (3), m is the neural network layer, w is weight value. Then the ∆𝑤𝑖,𝑗
𝑚 is computed as follows, 

∆𝑤𝑖,𝑗
𝑚 = −𝜂

𝜕 𝑒𝑟𝑟𝑜𝑟

𝜕𝑤𝑖,𝑗
      (4) 

Here learning rate is represented as the 𝜂. According to the redefined error value, the new weight value is 

estimated as follows 

𝑤𝑖,𝑗
𝑚(𝑝 + 1) = 𝑤𝑖,𝑗

𝑚(𝑝) + 𝜂[(𝑎 − 𝑦) ∗ 𝑓(𝐼𝑗) ∗ 𝑂𝑗 + (𝑓−1(𝑎𝑗) − 𝐼𝑗)𝑂𝑗]  (5) 

During the learning process, the network reaches the output node, then the weight computation is done as 

follows. 
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𝜕 𝑒𝑟𝑟𝑜𝑟

𝜕𝑤𝑖,𝑗
= −(𝑎 − 𝑦) ∗ 𝑓(𝐼𝑗) ∗ 𝑂𝑗     (6) 

Else, the still the network having the hidden layers, the error propagation is still working as eqn (7) 

𝑤𝑖,𝑗
𝑚(𝑝 + 1) = 𝑤𝑖,𝑗

𝑚(𝑝) + 𝜂[𝑓(𝐼𝑗) ∑ (𝑎𝑘 − 𝑦𝑘)𝑓(𝐼𝑚)𝑚 𝑤𝑚𝑗 + (𝑓−1(𝑎𝑗
𝑝

) − 𝐼𝑘) ∑ 𝑓(𝐼𝑗)𝑚 𝑤𝑚𝑗𝑂𝑖]  7 

 

Based on this process, the training model is successfully created, which helps to examine the new incoming 

business needs in supply chain management.  

Inventory control handling using recurrent neural network 

The inventory control is handled when the new business requirement coming into the system which is analyzed 

by using the recurrent network [27]. The network examines the new features, according to the directed graph, 

because, which consists of sequence of link between one business needs to another. So, the customer behavior 

on specific needs are effectively evaluated in dynamic manner. During the analysis process, the internal state is 

used to process the incoming business inputs. As discussed earlier, it is three-layer network with context unit. 

The middle-hidden layer context unit is fixed weight value while computing the output. The incoming input is 

processed by using this defined context unit with learning rule. The computed value is forwarded to the next 

layer for computing the output value. Then the output computation of hidden layer [28] is defined as follows. 

ℎ𝑡 = 𝜎ℎ(𝑊ℎ𝑥𝑡 + 𝑈ℎℎ𝑡−1 + 𝑏ℎ)    (8) 

In eqn (8) 𝑥𝑡 is input vector in neural network, ℎ𝑡 is hidden layer, W, u and b is parameter utilized in network 

and 𝜎ℎ is activation function. In this work, sigmoid activation function is used to get the output in each layer. 

The activation function is done as follows, 

𝜎ℎ =
1

1+𝑒−𝑥      (9) 

Then the final output is estimated as follows, 

𝑦𝑡 = 𝜎𝑦(𝑊𝑦ℎ𝑡 + 𝑏𝑦)     (10) 

In eqn (9), y is output value. And the same sigmoid function is used for the activation function. 

The successful training process helps to predict the output to the customer demands. Based on the output 

inventory has been managed and controlled in supply chain process. Then the efficiency of the system is 

evaluated using experimental analysis.  

4. Results and Discussion 

In this section discusses about the excellence of Optimized Neural Network based Inventory Control process in 

supply chain Management. During the development process system uses the Manufacturer Service Operation 

Management (MSOM) publicly available business dataset. From the collected data, 80% of details are used to 

train with the help of propagated error offset approach. Then 20% of used for testing purpose which used to 

predict the how effectively system reacts on the new incoming customer request in supply chain management 

process. Based on the discussion, the system is developed using MATLAB tool, in which excellence of the 

system is determined using the error rate, prediction accuracy and time effect on inventory control system. The 

error value of the system is estimated as follows. 

𝐴𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝐸𝑟𝑟𝑜𝑟 𝑉𝑎𝑙𝑢𝑒(𝐴𝐸𝑉) = |
�̂�𝑖−𝑦𝑖

𝑦𝑖
| ∗ 100   (11) 

𝑀𝑒𝑎𝑛 𝐴𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝐸𝑟𝑟𝑜𝑟 𝑉𝑎𝑙𝑢𝑒(𝑀𝐴𝐸𝑉) =
1

𝑛
. ∑ |

�̂�𝑖−𝑦𝑖

𝑦𝑖
| ∗ 100𝑛

𝑖=1  (12) 

In eqn (11 and 12) y is the estimated output value and �̂�𝑖 is the actual output value. 

According to the computation, the obtained result is demonstrated in table 1  

Table 1: Error rate 

Computational Techniques 

Absolute Error 

Value (AEV) 

Mean Absolute 

Error Value 

(MAEV) 

Dynamic Bayesian Networks (DBN) 0.124 0.11 

Artificial Neural Networks (ANN) 0.102 0.097 

Gradient Particle Swarm Optimization 

Networks (GPSO) 

0.098 0.0783 

Fireflies artificial neural network (FA-

ANN) 

0.076 0.065 

optimized error propagated recurrent neural 

network (OERNN) 

0.0067 0.00546 

 

The above table 1 value is computed from the eqn (11) and (12), the deviation of �̂�𝑖 and y is very low due to 

the effective pre-training model. The training model uses the optimized  ∆𝑤𝑖,𝑗
𝑚 value while the system ensures 

the error. From the analysis, OERNN attains minimum error rate compared to the other computation techniques. 

Based on the discussion, the estimated error related graphical representation is depicted in figure 1. 
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Figure 1: Error Rate 

From the figure 1, depicted that the optimized error propagated recurrent neural network (OERNN) approach 

attains minimum error rate while controlling the inventory details in supply chain management process. Due to 

the effective propagation of error values in every hidden layers in network leads to reduces the deviation of 

errors [30-35]. In addition to this, the system uses the successful training process that effectively handles the 

large volume user requirements and control the inventory issues in supply chain management process. The 

system ensures minimum error value (AEV-0.0067, MAEV-0.00546) compared to other methods such as 

dynamic Bayesian network (DBN)(AEV-0.124, MAEV-0.11), artificial neural network (ANN)(AEV-0.102, 

MAEV-0.097), gradient particle swarm optimization network (GPSO) (AEV-0.098, MAEV-0.0783) and 

fireflies algorithm neural network (FA-ANN)(AEV-0.076, MAEV-0.065). The minimum error rate leads to 

maximize the overall inventory control prediction accuracy which is measured in terms of precision, recall and 

accuracy metrics. From the analysis, the obtained result is depicted in table 2. 

Table 2: Efficiency 

Computational Techniques Precision Recall Accuracy 

Dynamic Bayesian Networks (DBN) 98.42 98.43 98.425 

Artificial Neural Networks (ANN) 98.41 98.53 98.47 

Gradient Particle Swarm Optimization 

Networks (GPSO) 

98.67 98.76 98.715 

Fireflies Artificial Neural Network (FA-

ANN) 

98.87 98.54 98.605 

optimized error propagated recurrent 

neural network (OERNN) 

99.234 99.21 99.222 

 

Table 2 demonstrates that the efficiency value of optimized error propagated recurrent neural network 

(OERNN) approach. The system computes the output according to 𝑦𝑡 = 𝜎𝑦(𝑊𝑦ℎ𝑡 + 𝑏𝑦) in which the weight 

value is effectively replaced by optimized ∆𝑤𝑖,𝑗
𝑚 value. During the output estimation process, the trained 

inventory features are more helpful to predict the exact value of the incoming new input details. Due to these 

reason, OERNN approach attains the maximum accuracy compared to other computational techniques. Then the 

relevant graphical analysis is demonstrated in figure 2. 
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Figure 2: Prediction Efficiency 

The figure 2 demonstrated that the excellence of inventory control prediction efficiency which is measured in 

terms of using precision, recall and accuracy. Among the other computation techniques such as dynamic 

Bayesian network (DBN)(precision-98.42%, recall-98.43% accuracy-98.425%), artificial neural network 

(ANN)(precision-98.41%, recall-98.53% accuracy-98.47%), gradient particle swarm optimization network 

(GPSO) (precision-98.672%, recall-98.76% accuracy-98.71%) and fireflies algorithm neural network (FA-

ANN)(precision-98.87%, recall-98.94% accuracy-98.90%) compared to optimized error propagated recurrent 

neural network (OERNN)(precision-99.23%, recall-99.21% accuracy-99.25% attains maximum inventory 

control prediction accuracy. Due to the effective utilization of learning rule, weight updating process, error 

propagation leads to maximize the user demands and inventory control examination process. In addition to this, 

prediction accuracy, the effectiveness of the system is determined using the inventory control prediction time in 

both testing and training process. The respective time analyzed value is shown in table 3. 

Table 3: Time Analysis 

Computational Techniques 

Training 

Time 

Testing 

Time 

Dynamic Bayesian Networks (DBN) 12.34 11.8 

Artificial Neural Networks (ANN) 11.79 10.34 

Gradient Particle Swarm Optimization Networks (GPSO) 10.34 9.46 

optimized error propagated recurrent neural network 

(OERNN) 

9.68 8.45 

Fireflies Artificial Neural Networks (FA-ANN) 8.367 6.78 

OERNN 12.34 11.8 

 

The system uses the effective learning function which train the supply chain related features with minimum 

time. Due to the effective training process, system helps to recognize the new incoming features related 

inventory information with minimum time. Then the relevant graphical analysis is depicted in figure 3. 

 
Figure 3: Inventory control prediction time  
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As discussed in section 3, the optimized error propagated recurrent neural network (OERNN) uses 80% of data 

to the training process. Due to the huge volume of trained data helps to make the system according to the 

inventory control prediction process. In addition to this, the system ability to propagate the error and detect the 

inventories by using effective learning rule. So, the the optimized error propagated recurrent neural network 

(OERNN) (7.57s) approach attains the minimum computation time compared to other approaches such 

asdynamic Bayesian network (DBN)(12.07s), artificial neural network (ANN)(11.06s), gradient particle swarm 

optimization network (GPSO) (9.9s) and fireflies algorithm neural network (FA-ANN)(9.06s). In addition to 

this, the ROC (receiver operating characteristics) curve examination of the inventory control is examined and 

the respective analysis depicted in figure 4. 

 
Figure 4: ROC Analysis 

From the figure 4, it clearly demonstrates that the OERNN approach attains maximum ROC value which the 

introduced OERNN method effectively control inventory in supply chain process compared to  other methods. 

The system uses the error propagated delta rule concept which reduce the deviation of features also 

classification is done by using the vector units and hidden units. These defined units effectively recognize the 

consumer needs related inventories successfully. Thus the introduced optimized error propagated recurrent 

neural network (OERNN) effectively controls the inventory in supply chain management process.  

 

5.Conclusion 

Thus, the paper analyzes the optimized error propagated recurrent neural network (OERNN) based inventory 

control process in supply chain management process. Initially, the business data is collected from the 

Manufacturer Service Operation Management (MSOM) publicly available business dataset. The dataset is 

processed by average computation technique to remove the missing value in the dataset. After that the data 

representation is changed to 0 to 1 and the divide the dataset into 80% of training and 20% testing purpose. Then 

the training model is created by propagating the error into the previous layer while network handles any 

deviation of computed and target value. This process is repeated in three-layer of neural network. The created 

training process is depends on the several business requirement such as cost, service level, demand, production 

and so on. Then the new incoming features are arrived into the system, the requirements are processed according 

to the recurrent network indirect graph representation process which successfully derives the output of the 

specific input. Finally, the excellence of the system is determined using the MATLAB results in which system 

ensures minimum error rate (0.00564), maximum inventory prediction accuracy (99.22%) with minimum time 

(7.57s) while controlling inventories in supply chain management process. 
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