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Abstract 

Deep learning is one of the most promising machine learning techniques that revolutionalized the artificial intelligence 

field. The known traditional and con- volutional neural networks (CNNs) have been utilized in medical pattern rec- ognition 

applications that depend on deep learning concepts. This is attributed to the importance of anomaly detection (AD) in 

automatic diagnosis systems. In this paper, the AD is performed on medical electroencephalography (EEG) signal 

spectrograms and medical corneal images for Internet of medical things (IoMT) systems. Deep learning based on the CNN 

models is employed for this task with training and testing phases. Each input image passes through a series of 

convolution layers with different kernel filters. For the classification task, pooling and fully-connected layers are utilized. 

Computer simulation experi- ments reveal the success and superiority of the proposed models for automated medical 

diagnosis in IoMT systems. 
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INTRO DUCTION   

 
In medical applications that depend on medical signal and image processing, automatic diagnosis is considered a basic 

task. The principle of automatic medical diagnosis is built on the anomalous behavior in signals or images to be 

detected. Anomaly detection (AD) can be implemented on medical images such as eye images or on medical signals 

such as electroencephalography (EEG) signals. In this paper, we will investigate the AD problem with both medical 

images and signals with deep learning tools. Both corneal images and EEG signals are considered in this study. 

The human eye is a delicate extension of the brain that is encased and protected by the skull bones. There are three 

layers of the eye. The cornea is the translucent, front portion of the outer layer through which light passes. The fragile 

receptors inside the eye are protected by the remaining outer layer of the eye, which is made up of a white sclera. The 

choroid is the second or intermediate layer. It also contains blood arteries that provide the eye with nutrition. The ret- 

ina specialized receptor cells are found in the innermost layer. 

The cornea is the dome-shaped structure in the anterior part. The cornea provides the eye with two-thirds of its 

focusing or refractive capacity. The remaining third is created by the internal crystal lens. It is essential that the 

anterior part of the eyeball, the cornea, remains moist. This is achieved by the eyelids, which, upon awakening, 

sweep away the lacrimal glands and other surface secretions at regular intervals, while sleeping covers the eyes 

and protects them. 

The EEG signals need to be analyzed for epileptic activity detection. For epilepsy patients, EEG signals are com- 

posed of normal, pre-ictal and ictal activities. The behavior of EEG signals reflects the epilepsy patient status.
1
 The EEG 

seizure detection task depends on the detection of ictal activities, while the EEG seizure prediction task depends on the 

detection of the pre-ictal activities. 

There are several examples for implementing the automatic medical diagnosis based on medical inspection with sig- 

nal and image processing tools. The techniques of AD can be utilized for determining the exudates and micro- 

aneurysms in the images of the optical fundus.
2
 The main challenge in this interesting area is designing an efficient sys- 

tem for detecting and capturing abnormal activities for automatic medical diagnosis from medical signals or images 

with high efficiency.
3
 The traditional convolution neural networks (CNNs) have been considered the common deep 

learning tools used for solving the problems of image classification. In this research paper, a CNN is utilized for 
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detecting anomalies based on medical image processing concepts. The CNN contains several layers. It consists of con- 

volutional, pooling, dropout, and fully-connected (FC) layers. The filters within the convolutional layer (CNV) perform 

the 2D convolution on the input images, and the pooling layers (PLs) decrease the feature map size.
3,4

 

Epileptic seizures are known as the transient and unexpected electrical disturbances of the brain. At least, one 

out of 100 persons experiences a seizure. Unfortunately, the epileptic seizure mechanism is not fully understood. In 

addition, its occurrence is unpredictable. The EEG signal contains information about brain activities. It can be used 

for clinical brain activity check. Within the EEG signal, the epileptic form discharge detection can be considered a 

critical step in the epilepsy diagnosis. The traditional method of epilepsy detection based on visual inspection of 

EEG recordings is inefficient, and it consumes a long time. Therefore, the EEG signal can be used to diagnose the 

medical status of the human brain by extracting the parameters of the EEG signal. Hence, automatic medical diag- 

nosis for brain diseases can be performed based on intelligent parameter extraction from the EEG signals of the 

brain.
5
 

In this study, proposed models are presented for processing of corneal images and EEG signals for allowing auto- 

matic medical diagnosis. In this technique, the original version of the EEG signal is transformed into an image by using 

the spectrogram estimation, and the spectrogram is used directly as an input to the CNN. The proposed technique has 

been tested and evaluated on the scalp CHB-MIT database for three patients. It works as a detection tool for normal ver- 

sus ictal, and normal versus pre-ictal activities. Besides, it classifies the three cases of the EEG signal, which are normal, 

ictal and pre-ictal. The obtained simulation results prove the ability of the proposed automatic diagnosis technique to 

detect and classify the status of the human brain based on EEG signals. 

The contributions of this paper can be illustrated as follows: 

1. Discussing the problem of medical signal and image diagnosis by considering EEG signals and corneal images. 

2. Building a deep learning model for automatic diagnosis of corneal image abnormalities. 

3. Handling the EEG signals and transforming them into suitable forms to be used as inputs for deep learning models. 

4. Building an automatic detection and prediction system of EEG signal abnormalities for epilepsy seizure problems. 

 
The rest of this paper is structured as follows. In Section 2, the related work is presented. The proposed automatic 

diagnosis techniques are discussed in Section 3. Section 4 is devoted to the specifications of the used datasets. Section 5 

presents the simulation experiments and results. The conclusions are presented in Section 6. 

 

 RELATED  WORK  
 

This paper is concerned with the problem of AD from both biomedical signals and images. This study covers AD from 

EEG signals and corneal images. In this section, a literature review related to the discussed issues is included. 

 

Related  work  to  corneal  image  processing 
 

The outer eye tunic consists of the cornea and sclera. It prevents objects from passing to the eye and acts as a protective 

shield for the eye. There are five main layers in the cornea, which are epithelium layer, Bowman's layer, stroma layer, 

Descemet's membrane, and endothelium layer. Each layer has a specific role that helps in the mechanical operation of 

the eye. For example, the stroma layer leftover water flows out via endothelium layer. The cornea inner layer is the cor- 

neal endothelium. It is very important in diagnosing the cornea status. Hexagonal cells make up the majority of the 

cells in the inner layer. Their shape and structure are used to provide important medical information regarding the cor- 

nea health. The fifth layer is the corneal endothelium layer. It is a monolayer cell, and it affects the human vision.
5
 

The effect of age on visual acuity is considered to be a major problem. The normal function of eye tissues decreases 

with age. Hence, intelligent computer systems can be used to classify different eye diseases. The computer-based tools 

can be very useful and effective in diagnosing diseases. There are several vision problems such as distortion, clouding, 

and blindness due to corneal diseases. Keratoconus, Fuchs' endothelial dystrophy, and bullous keratopathy are three 

kinds of corneal diseases. Keratoconus is a condition in which the center cornea weakens. Keratoconus is a condition 

that affects one or both eyes. The second corneal disease is Fuchs' endothelial dystrophy, which is a hereditary disorder 

of the cornea inner cell layer, and this is known as the endothelium. Bullous keratopathy is the third corneal disease. It 

is a disorder in which the cornea stays continuously swollen. This happens when the endothelium, the cornea inner 
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layer, is no longer able to pump fluids out of the tissue.
6
 

Several researchers have discussed corneal diseases, such as Tang, Mohammed, and Girisha.
4–6

 They mentioned 

that corneal diseases cause clouding, distortion and blindness. The automatic diagnosis of eye diseases can be per- 

formed through medial inspection of eye images. There are various techniques and approaches that were presented in 

previous articles for corneal image processing such as enhancement, histogram processing, and segmentation of medi- 

cal images. The results from this classification achieved an accuracy of 77% for guttation, 83% for Fuchs' dystrophy, 82% 

for posterior dystrophy, and 82% in the case of iridocorneal. 

The image processing approach for corneal images has been proposed in different research papers such as Ayala, 

Sanchez, and Nadachi
7–9

 for improving the quality of corneal images. Several research works have been presented with 

proposed solutions to segment the endothelial images. A numerical assessment of corneal layers using wavelet analysis 

has been presented with the help of local grey-scale thresholds. Several researchers proposed different methods for 

determining the intensity of cell boundaries to calculate hexagonal cell density for achieving the automatic diagno- 

sis.10–12 

In 2006,  Kannathal et  al.
13

 presented three classifiers and  presented a  comparison between  them for classify- 

ing the corneal images with an artificial neural network (ANN). All  these  classifiers  have  been  trained  on  80 

images, containing 30 normal images and 50 abnormal images.
13

 Segmention of corneal endothelial layer images 

has been proposed by Piorkowski et al.
14

 for the analysis of these images with directional filters. The automatic 

estimation of the corneal image cell  density  has  been  implemented  in  2005  by  Alfredo  Ruggeri  and  Enrico 

Grisan, and in 2002 by Marco. The circular band of the discrete Fourier transform (DFT), which determines the 

endothelium layer spatial frequency, is extracted using the DFT based on cell density.
15,16

 In 2008, Gavet 

presented an algorithm based on the frequency-domain information to compute the corneal cell borders with the 

help of neural networks.
17

 In 2005, Grisan and Paviotti proposed a method for calculating the cell density of the 

endothelium layer. In addition, the properties of  the endothelium  cells have been  investigated  in this article.  The 

cell contours are defined before estimating the cell density for classifying the corneal images.
18–20

 An efficient 

automatic corneal image segmentation method has been presented in Fabijanska.
21

 It depends on the determina- 

tion of pixel locations and cell boundaries to form what is called an edge map. A comparison between different state-

of-the-art techniques is shown in Table 1.
21–24

 

 | Related work to EEG signal processing 
 

The problem of abnormality detection from EEG signals is considered in this paper. The main objective is epilepsy 

detection. The electrical activity disruption in the brain is known as a seizure. Epilepsy disease is a brain abnormality 

that causes a patient to have recurrent seizures.
25,26

 World Health Organization (WHO) reported that there are 50 mil- 

lion people, who suffer from epilepsy in the world. In addition, the number of active epilepsy cases that need treatment 

in the general population is 4–10 in every 1000 persons, while in other low-income countries, the numbers increase to 

7–14 in every 1000 persons.
27

 

Really, EEG is a brain impulse recording. It is also known as the activity of the brain cell neurons across the scalp. A 

local current flow is produced when the neurons are activated. The EEG signal reflects these flows by the electrodes “flat 

metal discs.”
28

 EEG readings and parameter extraction are used to develop the concept of automatic seizure detection and 

prediction. This subject attracts several researchers to present efficient approaches for automatic seizure detection and pre- 

diction based on the utilization of EEG parameters in the EEG signal classification. Therefore, the feature extraction from 

EEG signals is the main process in an EEG signal classification system. This paper is mainly concerned with the utiliza- 

tion of a lower-complexity technique for feature extraction with the help of a CNN model for classification. 

As known, the automatic diagnosis of different diseases such as epilepsy is an attractive and interesting research 

point. Different research works have presented different methods for this purpose. Dalton et al.
29

 proposed a body sen- 

sor network for detecting seizures using time-domain analysis. This trend achieved a sensitivity of detection of 90%, 

and its specificity equals 84%. Other seizure detection strategies based on frequency-domain processing have been pres- 

ented in several research works. Khamis et al.
30

 proposed a frequency-domain signal representation for detecting sei- 

zures. Its sensitivity is 91%. 

Shoeb et al.
31

 utilized the wavelet transform for extracting EEG signal features. This trend depends on wavelet 

decomposition for obtaining the feature vector of the EEG signal. Moreover, several researchers used the wavelet trans- 

form for the same purpose. A seizure detection approach based on wavelet and temporal characteristics was presented 
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by Meier et al.
32

 The wavelet transform is utilized with different classifiers such as the ANN based on cumulative 

thresholds for analyzing the EEG signals to introduce an efficient tool that can detect seizures, automatically.
33,34

 Shoeb 

and Guttag presented another machine-learning-based technique. It combines spectral and spatial EEG features with 

non-EEG features in one vector. This method depends on the SVM as a classifier.
34–36

 

The seizure activity analysis is performed by extracting temporal features using cellular NNs. Moreover, bidirec- 

tional recurrent NNs have been recommended for EEG signal analysis by Vidyaratne et al .
33

 Emami et al.
37

 introduced 

a technique for EEG seizure detection through CNN-based analysis of scalp images. This technique recorded a false 

 

 

TABLE  1 Different techniques and classifying tools of corneal status comparison 
 

Classification methods Accuracy 

ANN13 89% 

Fuzzy classifier13 92.94% 

Neuro fuzzy classifier13 92.94% 

Automated neural network model22 80% 

Segmentation of cell density18 90% 

NN16 90% 
 

Abbreviation: ANN, artificial neural network. 

alarm rate of 0.2 per hour. Mao et al.
38

 classified EEG datasets using a CNN. They achieved an accuracy of 74% and a 

loss of 0.576. Gao et al.
39

 introduced another approach for EEG classification using a deep CNN. In a case study on 

CHB-MIT dataset, they obtained an accuracy of 90%. 

To evaluate both time- and frequency-domain EEG signal analysis, Zhou et al.
40

 worked on two distinct public data- 

bases: EEG intracranial Freiburg and scalp CHB-MIT database. The theory argues a categorization approach that does 

not require feature extraction. They concluded that the frequency-domain signal representation outperforms the time- 

domain signal representation for EEG signal analysis. 

 
 

THE PROPOSED AUTOMATIC DIAGNOSIS TECHNIQUE  
 

This paper presents a deep learning technique for AD from corneal images and EEG signals. The main contribution is 

to allow automated diagnosis from both corneal images and EEG signals. The proposed model is deployed on corneal 

images and EEG signals, separately. The deep learning model consists of several main layers. The first layer is the CNV. 

The second layer is the PL. Both CNV and PL layers are deployed for feature extraction. The CNV layer extracts the fea- 

tures from the input images by applying a set of filters, which are responsible for extracting the features. In addition,  

the PL layer is responsible for reducing the number of features based on pixel selection. The process of pixel selection is 

based on a maximum pooling technique. The maximum pooling is deployed to select the maximum value from each 

window in the feature map. Furthermore, a classification network performs the classification process. This network 

consists of an FC layer, which is responsible for transforming the generated feature map into a vector to be enrolled to 

the classifier. A dense layer with a Soft-max activation function is adopted in the classifier. 

 
 

 | Convolutional    layer 
 

The CNV layer employs a technique called linear spatial filtering on the input image. The filter is commonly referred to 

as a kernel. All filters are applied on the whole image.
33

 This layer generates feature maps. Each map emphasizes some 

of the original image distinctive features. 

The actual region in Figure 1, represented by the square, is filtered to form the first component of the map as per 

the following formula. 

Xn 

f ðx, yÞ ¼ 
i, j¼0 

    
aij:bxþi,yþj ð1Þ 
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F IGUR E  1 Calculation of the first component of a feature map (3), with a 3 × 3 filter applied to 5 × 5 area 

 
 

 

F IGUR E  2 Example of maximum pooling operation 

where f (x, y) is the produced feature map component at location (x, y); ai,j is an element from the filter matrix, Matrix 1 

in Figure 1; bx+i,y+j is the element from the spatial area of input data; bi,j elements represent the red part of Matrix 2; i, j 
are the row and column indices of present element pairs in the filter, and these indices are the red numbers in right bot- 
tom corners. In addition, n is the number of elements in the filter. 

As shown in Figure 1, a matrix of size 5 × 5, and a filter of size 3 × 3 are used to produce the first component of the 
feature map. In the convolution process, filtering is performed with a certain stride that represents the step size, which 
determines the relative position shifts. 

 
 

 | Pooling   layer 
 

This layer performs feature extraction in neural networks. It decreases the size of images or feature maps. This is 

accomplished by merging adjacent pixels in the spatial domain into a single value. This representative value is the max- 

imum or the mean value of the combined pixels. The proposed technique employs maximum pooling. It produces the 

maximum value from a set of features in the feature map. The maximum pooling is illustrated in Figure 2. 

The pooling produces smaller dimensions of features. It reduces the number of network parameters, and hence 

reduces the calculations and controls the overfitting. Moreover, pooling makes the network resistant to minor transforma- 

tions, rotations and distortions in the source images, since the maximum/average value in a local neighborhood is taken. 

 
 

 | Rectified   linear   unit 
 

The Rectified linear unit (ReLU) accelerates the training process by maintaining positive values and mapping negative 

values to zero.
41

 The output of the ReLU layers is obtained with the following linear activation function, 
 

f ðxÞ ¼ maxð0, xÞ ð2Þ 

 

Each convolution layer performs convolution on a feature map produced from the input image. Then, the ReLU is 

applied on each of the feature maps, separately. This is followed by the maimum pooling operation on each feature 

map. By combining these layers, a non-linear network is created, which reduces the feature dimensions, while keeping 

features equivariance to scaling and translation. 
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 | FC  layer 
 

In the output layer of this multi-layer perceptron, a softmax activation function is used. The concept of “FC” indicates 

that each neuron in the preceding layer is connected to a corresponding neuron in the subsequent one. 

Combining high-level features produced from convolution and pooling layers might be better for classification. 

These combined features need to be classified. That is what the FC layer makes based on the training dataset. In addi- 

tion, it is a non-expensive way of learning such a combination of non-linear features. The Soft-max is used as an activa- 

tion function in the FC layer output, where the sum of its output probabilities is 1. 

 

 

F IGUR E  3 Contents of the proposed deep learning model for corneal image diagnosis 

TABLE 2 Layer description pf the proposed CNN model 
 

Utilized layer type Shape of the output 

CNV layer 1 (222, 222, 16) 

Pooling layer 1 (111, 111, 16) 

CNV layer 2 (109, 109, 32) 

Pooling layer 2 (54, 54, 32) 

CNV layer 3 (52, 52, 64) 

Pooling layer 3 (26, 26, 64) 

CNV layer 4 (24, 24, 128) 

Pooling layer 4 (12, 12, 128) 

CNV layer 5 (10, 10, 256) 

Pooling layer 5 (5, 5, 256) 

Global average layer (256) 

Dense layer (2) 
 

Abbreviations: CNN, convolutional neural network; CNV, convolutional layer. 

 

 

F IGUR E  4 Block diagram of the proposed approach 

Combining the above-mentioned layers, the convolution and pooling layers work as feature extractors, while the FC 

layer plays the classifier role. The Soft-max operation is shown in Equation (3). 
 

exT wj 

Pðy ¼ jjxÞ ¼ 
PK

 

exT wk 

 

ð3Þ 
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2 

k¼1 

 

 | Optimization 
 

Optimization techniques are used to minimize a cost function. The idea of an optimization technique is to bring down 

the error, where the cost function is very high. Therefore, the weights have to be adjusted in such a suitable way. 

One of the most important optimization techniques is the gradient decent technique. In gradient descent optimiza- 

tion, the learning rate and the optimum value should be known, because if there is a high learning rate, the optimiza- 

tion would not end with convergence. If we use a very low learning rate, it might take an infinite time to get to 

convergence. Therefore, we need to come up with the optimum value of the learning rate. Once this is accomplished, 

the error function is reduced. This is similar to the end of the training process. The cost and loss functions can be calcu- 

lated as follows: 

C ¼ 1= 
 
Ŷ — Y

 2 
ð4Þ 

LðwÞ ¼ 
1 

kXw — Yk
2
 ð5Þ 

l 

TAB LE  3 Specifications of layers 
 

Layer type Specifications of layer  

Input layer Input size = 224 × 224  

Convolutional layer No. of filters = 32 Kernel size = 3 Activation function: ReLU 

Max. pooling Pooling window size = 2 × 2  

Batch normalization   

Global average   

Dense layer No. of classes = 8 Activation function: Softmax 
 

 
 

TABLE 4 Information of the utilized datasets for testing the proposed technique 
 

Patient ID Gender Age No. of seizures 

Chb01 Female 11 7 

Chb08 Male 3.5 5 

Chb20 Female 6 8 

 

 
2  T 

rLw ðwÞ ¼ 
l 
X ðXw — YÞ ð6Þ 
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where C is the difference between the expected value Ŷ and real value Y divided by 2, L is the loss function for an image 

X with w parameters or weights. 
 

 

 | Proposed  model  for  corneal  diagnosis 
 

The proposed model for AD from corneal images consists of five convolution and five maximum pooling layers for fea- 

ture extraction. In addition, an FC layer, as shown in Figure 3, performs the classification process. Table 2 shows the 

proposed model with the output shape of each layer. 

The proposed deep-learning-based model consists of a CNV layer, maximum pooling layers, and a global average 

pooling layer at the end. The dimensions of the input images are 224 × 224. A CNV layer has 32 filters, followed by size 
2 maximum pooling. Finally, a dense layer is used for the 2-state classification decision in the detection and the predic- 
tion framework. 

 

 

 | Proposed model for EEG signal diagnosis 
 

In this case study, the objective is to introduce a deep learning model to solve the problem of epilepsy diagnosis. The 

common format of the input data for the deep learning model is the images. Therefore, there is a need to transform the 

EEG signals into images. This process is performed by generating the spectrograms of the input EEG signals. A spectro- 

gram is a colored amplitude-dependent visual depiction of the spectrum of frequencies as they change over time. 

It depicts how a signal frequency changes over time. This graph shows the energy content expressed as a function of fre- 

quency on the vertical axis and time on the horizontal axis. For an EEG signal, spectrogram is considered a time evolu- 

tion estimation of the frequency content of this signal. 

To calculate the spectrogram, first, the EEG signal is segmented into equal-length windows, which may or may not 

overlap. The non-stationary nature of the EEG  signal  should  be  considered,  when  setting  the  window  size. 

The fundamental concept is to show the spectral features of a non-stationary EEG signal as a sequence of spectral pic- 

tures. The segment length for a typical non-stationary signal should be small enough, such that the frequency variation 

is not noticeable. After that, we compute the short-time Fourier transform. Finally, we display each power spectrum. 

These spectra are computed segment by segment, and stacked side by side to compose a colored map that is magnitude- 

dependent. 

 
 

F IGUR E  5 Corneal image samples from the used dataset, (A) and (B) are normal images and (C) and (D) are abnormal images 
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F IGUR E  6 Accuracy of the proposed deep learning model 

 
The proposed deep-learning-based model can be used for both detection, and prediction. The proposed model con- 

sists of a CNV layer, maximum pooling layers, and a global average pooling layer at the end. Figure 4 shows the block 

diagram of the proposed model. Images used as input are of size 224 × 224. The CNV layer has 32 filters, followed by a size-
2 maximum pooling. Finally, a size-3 dense layer is used. The size-3 dense layer is used for the 3-state classification, while 

for the 2-state classification as in the detection and prediction processes, a size-2 dense layer is used. Layer specifi- cations 
are shown in Table 3. 

Simple training is possible due to the designed three-layer structure of the CNN. Moreover, this scenario increases 

the potential of the online clinical diagnosis of eplipsy activities. The proposed technique was tested on three 

patients. Seventy percent of the data is used for training, and the remaining 30% is used for testing and validation. In 

 
 

F IGUR E  7 Loss of the proposed deep learning model 

3-state classification, 90 images have been used in experiments, and classified into three main categories. Sixty three 

images have been used for training, and 27 images have been used for testing. On the other hand, 60 images have 

been used in experiments for 2-state classification, 42 images for the training phase, and 18 images for the testing 

phase. 

 

2 | SPECIFICATIONS  OF   THE   UTILIZED  DATASET  
 

This section is devoted to describing the used dataset specifications. The dataset of the EEG signals has been taken from 

the Massachusetts Institute of Technology in the United States (CHB-MIT). This dataset is available through the 

website, http://physionet.org/physiobank/database/chbmit/. The recorded data have been collected for 23 children 

using scalp electrodes, with a sampling frequency of 256 Hz. The ictal state is defined as the period taken by the 

patients to experience the seizure onset, while the inter-ictal period is the between-seizure normal state. The pre-ictal 

period is defined as the transition between the two previous periods. Table 4 gives the investigated three patients' infor- 

http://physionet.org/physiobank/database/chbmit/
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mation: chb01, chb08, and chb20. Each of these patients has a different number of seizures. On the other hand, the cor- 

neal dataset is available through the website, http://bioimlab.dei.unipd.it/Endo%20Aliza%20Data%20Set.htm. The 

normal and abnormal samples of corneal images are shown in Figure 5. 

 
 

3 | RESULTS OF  THE  COMPUTER SIMULATION EXPERIMENTS  
 

This section presents the different simulation experiments, which have been performed for evaluating the performance 

and accuracy of the automatic diagnosis technique. The accuracy of the presented technique measures the traditional 

CNN model robustness. It can be calculated by Equation (7): 

 

Accuracy ¼ 
No: of images that were accurately classified 

Total No: of images 

 

× 100 ð7Þ 

 

 | Results of the corneal image classification experiment 
 

The results of the corneal image classification experiment are presented in this section. As previously described, the 

presented technique contains different layers as shown in Figure 3. The accuracy and loss of the training stage of the 

deep learning model are given in Figures 6 and 7. From these figures, it is clear that the accuracy of the proposed tech- 

nique reaches 100% and the loss is close to zero. The proposed technique results are compared with those of the related 

research works and the other utilized techniques. 

http://bioimlab.dei.unipd.it/Endo%20Aliza%20Data%20Set.htm
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TABLE 5 Accuracy results for patient 1  

Channels FP1–F7 F7–T7  T7–P7  P7–O1 FP1–F3 F3–C3 C3–P3 P3–O1 FP2–F4 F4–C4 C4–P4 P4–O2 FP2–F8 F8–T8 T8–P8 P8–O2 FZ–CZ CZ–PZ P7–T7 T7–FT9 FT9–FT10 FT10–T8 T8–P8 

CH 01 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 20 21 22 23 

Three-state 70.37 48.15  62.96   55.56 37.04 62.96 48.15 55.56 62.96 59.26 74.07 62.96 40.74 62.96 51.85 44.44 59.26 40.74 44.44 51.85 48.15 51.85 51.85 

classification 

accuracy (%) 

Detection 

accuracy (%) 

61.11 72.22 83.33 72.22 77.78 83.33 61.11 77.78 83.33 77.78 94.44 77.78 50.00 55.56 72.22 66.67 83.33 72.22 83.33 72.22 77.78 55.56 66.67 

Prediction 

accuracy (%) 

66.67 66.67 83.33 61.11 66.67 94.44 77.78 61.11 88.89 83.33 83.33 55.56 50.00 83.33 77.78 66.67 77.78 61.11 83.33 50.00 61.11 77.78 77.78 

 
 

TABLE 6 Accuracy results for patient 8  

Channels FP1–F7 F7–T7  T7–P7  P7–O1 FP1–F3 F3–C3 C3–P3 P3–O1 FP2–F4 F4–C4 C4–P4 P4–O2 FP2–F8 F8–T8 T8–P8 P8–O2 FZ–CZ CZ–PZ P7–T7 T7–FT9 FT9–FT10 FT10–T8 T8–P8 

CH 08 01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 20 21 22 23 

Three-state 48.15 40.74  59.26   51.85 44.44 25.93 37.04 44.44 37.04 44.44 48.15 51.85 48.15 51.85 62.96 48.15 48.15 33.33 66.67 48.15 44.44 51.85 70.37 

classification 

accuracy (%) 

Detection 

accuracy (%) 

50.00 33.33  55.56   55.56   22.22 50.00   50.00   61.11   55.56 50.00   66.67   55.56   50.00 38.89   72.22   50.00   66.67 50.00 50.00   50.00 33.33 44.44 66.67 

 

 
 

TABLE 7 Accuracy results for patient 20 
 

Channels FP1–F7 F7–T7 T7–P7 P7–O1 FP1–F3 F3–C3 C3–P3 P3–O1 FZ–CZ CZ–PZ FP2–F4 F4–C4 C4–P4 P4–O2 FP2–F8 F8–T8 T8–P8 P8–O2 P7–T7 T7–FT9 FT9–FT10 FT10–T8 T8–P8 

CH 20 01 02 03 04 06 07 08 09 11 12 14 15 16 17 19 20 21 22 24 25 26 27 28 

Three-state 51.85 66.67 66.67 55.56 62.96 51.85 62.96 70.37 48.15 51.85 55.56 51.85 62.96 55.56 51.85 55.56 59.26 59.26 55.56 51.85 55.56 55.56 55.56 

classification 

accuracy (%) 

Detection 

accuracy (%) 

50.00 66.67 77.78 55.56      38.89 33.33   61.11   50.00   61.11 66.67 38.89 50.00   61.11 55.56   66.67 66.67 66.67   61.11   66.67   61.11 72.22 66.67 61.11 

 

 

Prediction 

accuracy (%) 

94.44 88.89     100.00 94.44      94.44 83.33     83.33     94.44     55.56 66.67 94.44 94.44     83.33     100.00   77.78 94.44     100.00   100.00   100.00   72.22 66.67 77.78 100.00 

Prediction 

accuracy (%) 

66.67 72.22     88.89     66.67     83.33 66.67     50.00     61.11     66.67 55.56     50.00     61.11     61.11 77.78     66.67     55.56     61.11 38.89 83.33     77.78 55.56 66.67 77.78 
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F IGUR E  8 Accuracy results for patient 1 

 

 

 

F IGUR E  9 Accuracy results for patient 8 

 
 
 

 

F IGUR E  10 Accuracy results for patient 2 

 

 | Results  of  EEG  signal  classification  experiments 
 

The experimental results of the EEG signal classification are presented in this section. The proposed EEG signals classi- 

fication technique has four different layers, which are the CNV, maximum pooling, dense, and softmax layers. Ten- 

sorflow and Keras have been used for obtaining the simulation results. 

The proposed EEG signal classification methodology has been evaluated on time-domain signals  from the CHB- 

MIT databases. The proposed classification model has been tested through three scenarios. Two types of experiments 

on two-state and three-state classification scenaios have been considered. In the two-state scenario, both normal versus 
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TABLE 8 Comparison between the proposed and Zhou's CNN technique 
 

 Detection   Prediction  

Patient ID Proposed Zhou4

0 

 Proposed Zhou40 

1 94.44 99.3  94.44 90.5 

8 72.22 54.8  88.89 50.88 

20 77.78 49.0  100.00 59.0 

Abbreviation: CNN, convolutional neural network. 

 

 

pre-ictal, and normal versus ictal cases are considered. Another scenario has been considered for the three-state classifi- 

cation problem, which is the normal versus seizure versus pre-ictal. The proposed model has been tested on all the 

23 channels for the three patients. After the spectrogram calculation, the classification accuracy results for all different 

23 channels for the three patients have been analyzed and the accuracy values are tabulated in Tables  5–7 and 

Figures 8–10. 

Patient No. 1 has seven epileptic seizures. Table 5 tabulates the accuracy of EEG signal classification on the 23 chan- 

nels. In the three-state scenario and the detection process, it is noticed that the best classification results are given by 

channel 11. The accuracy of this classification case is between 74.07% and 94.44%. In the prediction case, the best classi- 

fication result is given by channel 06, and the accuracy is 94.44%. 

Patient No. 8 has five epileptic seizures. The results of this experiment using the same simulation scenarios utilized 

for Patient No. 1 are tabulated in Table 6. The accuracy of the three-state classification is 70.37% from channel 23. In 

the detection process, the best classification is given from channel 15, where the accuracy is 72.22%. In the prediction 

process, the highest accuracy is 88.89% from channel 03. 

The last classification  experiment  has  been  performed  on  Patient  No.  20,  who  has  8  seizures.  The  results 

are tabulated in Table 7. From these results, in the three-state  classification  case,  the  highest  accuracy  from 

channel 09 equals 70.37%. In the detection process, the classification accuracy equals 77.68% from channel 

03. In the prediction  process,  the  highest  accuracy  equals  94.44%  from  seven  channels,  as  shown  in  Table  7 

and Figure 10. 

Finally, to emphasize the superiority of the proposed technique, a comparison between the proposed technique and 

Zhou CNN
41

 is presented in Table 8. The comparison is performed from the accuracy perspective. This comparison con- 

firms the superiority of the proposed model in the detection and prediction processes. 
 

CONCLUSION 
The automatic diagnosis based on inspection of medical images and signals is considered an attractive research field. In 

this research paper, medical signal processing has been employed to design a simple and efficient automated diagnosis 

tool from signals and images. An efficient AD technique using a CNN algorithm for EEG signal and corneal image clas- 

sification has been proposed. The proposed technique has been tested and validated on different database. The simula- 

tion results reveal that the proposed technique achieves high accuracy in both seizure detection and prediction. In 

addition, the detection of anomalies from corneal images has been implemented with high accuracy levels. This work 

can be an effective step for building complete and efficient automated diagnosis systems. 
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