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Abstract: The number of research papers focusing on applications of game theory, as well as applications on Neutrosophic, has 
increased significantly in recent years. These applications may fall into different fields such as: economics, politics, social 
sciences, and others. This paper presents some of the work that has been done on these two topics, starting with a background in 
game theory, followed by moving on to the concept of fuzzy sets and neutrosophic sets, and then bringing us to some research 
papers with different applications in these two topics. The final part of the paper uses the two major scientific databases (Web of 
Science and Scopus) to analyze the work by topic, country, years, etc. The analysis shows that there is a significant gap in the 

research conducted in the field of game theory with neutrosophic application. 
Keywords: Game Theory; Iterated Prisoner's Dilemma Game; Neutrosophic Set; Fuzzy Set;  Intuitionistic Fuzzy Sets. 

___________________________________________________________________________ 
 

1. Introduction  

     Operations research - also known as the study of optimization strategies - is often referred to as a scientific 

method of decision-making [1]. The mental processes that result in choosing a course of action from a variety of 

options are referred to as decision making. Every decision-making process ends with a final choice. In many real-

world situations, choices must be made in a setting of conflict between two or more opposing parties, each of whose 

actions is dependent on the others. Such a competitive environment is referred to as a "game." [2, 3, 4]. 

      The game pits players against one another in a race to achieve goals. There are two primary categories of games: 

games of chance, like roulette, and games of strategy, like poker. Game of strategies is the game of interest in this 

paper. Finding the best strategy that maximizes the gain and minimizes each player's loss is the key objective. 

Mathematicians must develop new methods because of the intricacy of many mathematical models' calculations. 

One of the modern strategies used to overcome these challenges in conflict settings is game theory [5]. 

       Game theory is a mathematical study of conflict and strategy in which a player's ability to make decisions is 

influenced by those of the other players. It was first created in economics to help researchers better understand a 

variety of economic behaviors. Any strategy is the interaction of two or more decision-makers (players), each given 

two or more options (strategies) so that the outcome is determined by all players' strategic choices. All potential 

outcomes are clearly preferred by each player, allowing for the customization of the corresponding facilities 

(rewards). The foundation for game theory science was laid by Von Neumann and Morgenstern's publication of 

"Game Theory and Economic Behavior" in 1944, which is regarded as the key source that created the field of game 

theory[6]. 
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      Game theory uses a variety of games to analyze various types of problems. The most noticeable element of a 

game is how many players there are, followed by how similar the game is and player collaboration. Depending on 

how the game is played, it can be categorized into a variety of models, including cooperative and non-cooperative 

games, perfect and imperfect information games, normal form games and extensive form games, simultaneously 

moving games and sequential moving games, constant sum games, zero-sum games, and nonzero-sum games, as 

well as symmetric and anti-symmetric games [7, 8]. 

      Game theory has been widely used and reviewed in numerous fields and applications such as political science 

[9]–[11], economics [12], [13], finance [14], [15], water management [16]–[19], supply chain [20], [21], medicine 

and disease [22], [23], timber raw market [24], construction management [25] and selection of the pedagogical 

method in education [26]. Not only in human activities but the game theory can also be used in animals’ interactions 

[27]. It also has increased its use in the social and biological sciences [28]. 

1. Preliminaries 

      In this section, we describe the main concepts of game theory, classification of game theory techniques, fuzzy 

set, intuitionistic fuzzy set, and neutrosophic set. 
2.1 Game theory  

      A branch of mathematics which is concerned with the analysis of strategies for dealing with competitive 

circumstances in which the outcome of a participant's choice of action is critically depend on the actions of 

other participants.  While it does not provide instructions on how to play the game, it does discuss some of the 

qualities that certain strategies offer which could be appealing. Even when an analysis recommends the ideal 

strategy for the game, it only does so under the presumption that everyone is playing to the best of their 

abilities. It never allows the player to penalize the player opponent for making mistakes, which is what most 

players do. Game theory can be classified in several ways depending on the type of game as shown in table 

1[33]: 

Table 1: Definitions and models of game theory 

                    Type                        Definition 

Static Game 

Perfect Information 
The player is aware of both its own payoff function and the payoff 

functions of its opposing players. 

Imperfect Information 

There isn't much information available to players regarding their 

opponents. Due to the lack of information, the calculation will 

thus consider the predicted payoff function when playing a 

game. A Bayesian Game is another name for this game. 

Dynamic Game 

Perfect Information 

The player is aware of the actions taken by the previous player at 

each terminal. The first player's strategy is known as the 

terminal history, which can be used by the next player to fully 

guide their next move. All possible combinations of the chosen 

strategies made up a set of terminal histories. 

Imperfect Information 

At that stage, the player is unaware of the previous player's selected 

strategy. It is possible that the next player's movement won't be 

perfectly informed by the first player's chosen strategy. 

Cooperative 

Game 

A cooperative game is a game in which the participants form a coalition and come to a legally binding 

agreement to strengthen their relationship. It is used to divide the reward of cooperation among its 

player members. This form of cooperation is based on a real-valued function known as 

the characteristic function of the game. All players involved in this bond will benefit more from any 

possible cooperation. Instead of acting independently, it is at least to ensure that the return obtained 

through cooperation is more profitable or is defined as superadditivity. 

Evolutionary 

Game 

Evolutionary games are mathematical objects with different rules, payoffs, and mathematical behaviours. 

Each "game" represents different problems that organisms have to deal with, and the strategies they 
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might adopt to survive and reproduce. Evolutionary games are often given colorful names and cover 

stories which describe the general situation of a particular game. 

Evolutionary game theory started with the problem of how to explain ritualized animal behavior in a 

conflict situation; "why are animals so 'gentlemanly or ladylike' in contests for resources?" 

 

2.2 Classification of Game Theory Techniques 

The following subsections explain the main classification of the game in this work. 

2.2.1 Simultaneous and Sequential Games 

     In simultaneous games, both players move at the same time or if they don't, the latter players are unaware of the 

earlier players' movements (making them effectively simultaneous). Sequential or dynamic games are those in 

which latter players are aware of some of the earlier players' activities. This doesn't have to be comprehensive 

knowledge of every move made by players before; it might just be very little knowledge. For example, a player 

might know that a previous player didn't do something, but he or she might not know which of the other 

available actions the first player actually did. 

 

2.2.2 Zero-Sum or Non-Zero–Sum Games 

      In zero-sum games, which are a specific example of constant-sum games, players' decisions have no effect on 

the number of resources that are accessible, either up or down. In zero-sum games, any feasible combination of 

strategies always yields a net benefit for all participants. Poker is a prime example of a zero-sum game because 

one wins exactly the same amount as one's opponents lose. Zero-sum games include the majority of classic 

board games like chess and go as well as matching pennies. 

       Many of the games explored by game theorists (including the well-known prisoner's dilemma) are non-zero-

sum games because the outcome has net results bigger or less than zero. Informally, a gain by one player does 

not always result in a loss by another in a non-zero-sum game. 

      Constant-sum games are comparable to illegal activities like stealing and gambling but not to the fundamental 

economic situation where earnings from commerce might be realized. By adding a fake player (often known as 

"the board") whose losses counterbalance the players' net victories, any game can be transformed into a 

(perhaps asymmetric) zero-sum game. The matrix in the example below is a zero-sum game. 

              

 

 

 
 

(
       

        
)  

2.2.3 Cooperative and non-cooperative games 

      The game is cooperative if the players have the ability to create binding legal contracts. For instance, the legal 

system requires them to honor commitments they make. Games without cooperative play make this impossible. 

It's a common misconception that while communication between players is allowed in cooperative games, it's 

not allowed in non-cooperative ones. This categorization, which relies on two binary criteria, has, however, 

been challenged and occasionally rejected [34]. 

Non-cooperative games are better at simulating real-world scenarios in-depth and delivering accurate results than 

cooperative games. Cooperative games emphasize the overall game. There have been significant efforts to link 

the two methodologies. According to the so-called Nash-program, which is the research agenda for analyzing 

both axiomatic bargaining solutions and the equilibrium outcomes of strategic bargaining processes [35], many 

cooperative solutions have already been shown to have non-cooperative equilibria. 

Cooperative and non-cooperative features both appear in hybrid games. In a cooperative game, for instance, groups 

of players may come together to play in coalitions, but these groups do not cooperate. 

2.2.4 Perfect and imperfect information games 

     Games with perfect knowledge are a significant subset of sequential games. When every participant in a game is 

fully aware of each other's previous moves, it is said to have perfect information. Simultaneous games cannot 

be games with perfect knowledge because simultaneous movements are translated to extensive form and 

following moves in the sequence are unknown. Most game studies focus on games with insufficient knowledge. 

Two fascinating examples of perfect information games are the ultimatum game and the centipede game. Two 

excellent information games that are enjoyed by players are chess and checkers. Numerous card games are 

games with partial information, including contract bridge and poker. 

     Complete information and perfect information are related concepts that are sometimes confused. Every 

participant must have complete knowledge of the options and rewards offered to the other players, but not 
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necessarily the specific actions that were chosen. However, by introducing "moves by nature," games with 

imperfect knowledge can be reduced to games of incomplete information. 

 

2.2.5  Symmetric game 

      A symmetric game is a game in which the benefits for employing a specific strategy depend only on the other 

strategies being employed and not on the players. If player identities may be changed without affecting how 

effectively the strategies work, the game is said to be symmetrical. Numerous symmetric games are regularly 

investigated. 

       

  
 

(
      
      

)  

       The prisoner's dilemma, the stag hunt, and the traditional versions of chicken are examples of asymmetric 

games. Some academics consider specific asymmetric games to be examples of these games. However, 

symmetric payoffs occur more frequently in each of these games. 

 

      Asymmetric games are those in which neither player's set of strategies is the same as the others. For instance, 

each participant has a different approach to the dictator game and the ultimatum game. However, a game could 

be asymmetrical while still having identical strategies for both sides. 

 

2.2.6 Discrete and Continuous Games 

      Much of game theory is concerned with finite, discrete games having a finite number of players, actions, 

events, and outcomes, etc. however. Continuous games allow players to choose a strategy from a continuous 

strategy set. It expands on the concept of a discrete game, in which players select from a finite set of pure 

strategies. 

2.2.7 Normal Form and Extensive Form 

      In normal form games, the matrix includes all perceptible and conceivable strategies, and their corresponding 

payoffs, for each player. Extensive form games, on the other hand, are those in which the game is described 

using a decision tree. Extensive form games aid in the representation of occurrences that may occur by chance. 

These games have a tree-like structure in which the names of the players are represented on separate nodes. 

According to the game's principle, there are always at least two players, often known as "players designated by 

I, II. etc. 

                        
  

 
  

(
               

   
               

)  

The first step in the analysis of the game is to list every potential move for each player, such as strategies a1, a2… 

an for a player I and strategies b1, b2… bm for player II (a strategy for a player is a description of the decisions 

he will make in all the possible situations that can arise in the game). If player I is playing strategy ai and player 

II is playing strategy bj, then player I gets payoff aij and player II gets payoff bji . The outcome, in this case, is 

(aij, bji). This is the normal form of the game (asymmetric game or two population game). The payoff values of 

the game can be recorded as n × m matrix, which contains the pairs (aij, bji) as elements. This matrix is called 

payoff matrix. The outcome of each player is called one round, and if the game consists of more than one 

round, then the game is called a repeated or iterated game. 

        The normal form is usually used to describe simultaneous games, while the extensive form is frequently 

utilized to depict sequential games. Since the extensive from extended to normal form is straightforward, many 

extensive form games correlate to the same normal form. 

2.2.8  Repeated or Iterated Game. 

An iterated (or repeated) game occurs when players interact by  playing a comparable stage game (such as the 

prisoner's dilemma) numerous time.  It is an extensive form game that comprises of  a number of repetitions of 

some base game (called a stage game). 

Repeated games encapsulate the concept that a player must consider the impact of his or her current action on the 

future actions of other players; this impact is frequently referred to as his or her reputation. Single stage game 

or single shot game are names for non-repeated games. 
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Depending on how long the game is played for, repeated games can be categorized into two categories: finite and 

infinite. 

 

2.2.8.1 Iterated Prisoner's Dilemma Game (IPD) 

      One of the most interesting themes in evolutionary game theory, or even in classic game theory, is the so-called 

prisoner’s dilemma (PD) game, which can be applied to such fields as political science and environmental 

problems [36].  

 

       PD is a contest between two participants (prisoners), each of whom is charged with a crime. Utilizing two 

players, the data were standardized. The two options available to each player are to cooperate (deny) (C) or 

defect (confess) (D) with the other player. If the players work together, both will receive rewards (R). If both of 

them make a mistake, they will both be penalized (P) [37-40]. If the decision is made differently, the cooperator 

will be duped (S) and the defector will be enticed (T). 

      These two key conditions,         and        , According to Nowak [41] switching between 

mutual cooperation and defection results in a lower payoff for the player than choosing mutual cooperation. The 

payoff matrix that follows is an excellent illustration of how the PD game works. 

                                                                                             

                                                       
 
 

(
  
  

)                                                     

  

        The Nash equilibrium states that defection is the dominant strategy in a single game of the prisoner's 

dilemma (often referred to as one shot) [42]. Thus, both players will defect earning rewards of P points rather 

than the R points that mutual cooperation could have yielded. When considering the decisions of other players, 

each player's decision in the Nash equilibrium is optimal. Every player wins because everyone gets what they 

want. 

 

      Iterated Prisoner's Dilemma (IPD) is an interesting variant of PD where, the dominant mutual defection 

strategy relies on the fact that it is a one-shot game with no future while, the key of the IPD is that the two 

players may meet each other again, and develop their strategies based on the previous game interactions [43]. 

The single dominant strategy of mutual defection is thus eliminated because players will now use more 

sophisticated strategies that depend on the game's history to maximize their payoffs. As a result, a player's 

move today may have an impact on how his or her opponent behaves in the future and, consequently, on the 

player's future payoffs. In truth, reciprocal collaboration can arise in the right circumstances [44, 45]. 

 

      Repeated game studies have a long history. The production of the new state utilizing the outcome of the just-

preceded state (initial memory) has been the subject of extensive prior study on IPD [46]. One of the most 

frequently cited issues with memory is ignorance of the earlier condition or delay. The generation of the new 

state from the preceding second state is examined in [47]. The conflict between the two businesses is a famous 

illustration of a two-length memory. if two businesses are vying with one another for three projects. The first 

project's choice and award are known. The second project, which the other company is not aware of, was then 

decided. Last but not least, a new choice must be taken on the third project. 

 

      Although the majority of game theory studies on the prisoner's dilemma have focused on two-player models, it 

is conceivable to create it with three or even more players. 

 

 

3.2. Background of Game Theory 

 

 

     The history of game theory is impressive and long. This story began in 1713 when Waldegrave used a minimax 

mixed strategy to solve a two-player card game [48]. Madison then developed the first game-theoretic analysis 

in 1787 [49]. Additionally, Cournot used Nash equilibrium to solve a duopoly in 1838 [50]. And in 1881, the 

mathematical physician Edgeworth's publish an essay on the application of Mathematics to the Moral Sciences 

[51]. In this context Zermelo first demonstrated in 1913 [52] that the optimal strategy for a chess game is 

strictly determined. 
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      When Von Neumann published his first work in 1928, a turning point in game theory history occurred [53]. In 

this paper, Von Neumann established the game extensive form and demonstrated the minimax theorem. 

Harsanyi later shown that Zeuthen's answer to the bargaining problem is equal to Nash's approach from 1930 

[54, 55]. Then, in 1938 [56, 57], Borel proved the minimax theorem for the two-person zero-sum symmetric 

matrix game. 

      Von Neumann published the first comprehensive discussions and analyses of cooperative games in 1944 [58]. 

In 1946, Loomis used algebra to demonstrate the minimax theorem [59]. The prisoner dilemma was first 

expressed mathematically by Flood and Dresher in 1950 [60]. Additionally, Nash's initial investigations 

identified non cooperative games in 1950 [61-64]. 

 

     George Brown used the iterative method to approximately solve the zero-sum games in 1951 [65, 66]. The first 

book on game theory was published in 1952 by Charles and McKinsey [67]. Also in 1952 The first famous 

Seminar on rational decision making, funded by the Ford university [68]. The Shapley value solution and 

optimal strategies for strictly competitive Stochastic Games were figured out by Shapley in 1953 [69-73]. 

Extensive form games were developed using the same method Kuhn did in 1953 [74, 75]. Isaacs illustrated 

differential games in 1954 [76-83]. Submissive game theory developed by Braithwaite was applied to 

philosophy in 1955 [84]. Aumann improved cooperative N-Person Games in 1959 [85, 86]. 

 

       The non-transferable utility games are investigated in 1960 by Aumann and Peleg [87]. Schelling's first 

described the focal-point effect in 1960 [88].  Lewontin made the first official declaration of evolutionary 

biology applications in 1961 [89]. In 1962, Shubik used game theory to solve applications involving cost 

allocations [90]. Applications of game theory to insurance are first noted in 1962 by Borch's [91]. Bondareva 

connected game theory and linear programming in 1963 [92]. The Bargaining Set for Cooperative Games and 

Infinitely Repeated Games is clarified by Aumann in 1964 [93, 94]. 

 

      Nash equilibrium research was first undertaken in 1964 by Carlton, Lemke, and Howson [95]. Then, in 1965, 

Selten refined Nash equilibrium [96]. The Kernel of a Cooperative Game introduced in 1965 by Davis and 

Maschler [97]. The theory of games of incomplete information arises in 1967 by Harsanyi [98-100]. In 1969 

The Nucleolus of a Characteristic Function Game highlighted by Schmeidler [101]. 

 

      Smith began using game theory to study biology in 1972. In The Logic of Animal Conflict and The Evolution 

of Fighting, Smith emphasized Evolutionarily Stable Strategy (ESS) [102-105]. In 1973, Harsanyi provided 

clarification in Games with Randomly Disturbed Payoffs [106]. In 1974, Aumann proposed the concepts of 

correlation equilibrium and correlation in randomized strategies [107]. Selten developed the trembling hand 

perfect equilibrium in 1975 [108]. Little child conducted studies on reducing takeoff and landing fees in 1977 

[109]. 

 

     Kreps and Wilson examined the extensive form of sub games with imperfect information in 1982 [110].Also; in 

1982, Rubinstein thought about an alternating-offer game in which offers are made one after the other until one 

is accepted [111]. Smith's article Evolution and the Theory of Games was published in 1982 [112]. The 

automata idea is expanded upon by Neyman 1985 [113] and Rubinstein in 1986 [114] to include bounded 

rationality in repeated games and the prisoner's dilemma. Kohlberg and Mertens refine the standard Nash 

equilibrium in 1986 [115]. In 1988, Fudenberg and Kreps published two papers on the refinements of 

equilibrium [116, 117]. 

 

      In 1990, Crawford [118, 119] presented a Nash equilibrium of mixed strategies. Fudenberg and Tirole 

examined perfect Bayesian equilibrium in 1991 [120]. In 1992, Binmore and Samuelson investigated the 

iterated games stability [121]. Lindgren and Mordahl in 1994 illustrated the spatial games from the point of 

view of evolutionary dynamics [122]. The behavior of strategies was investigated in the Prisoner Dilemma 

game in 1995 by Nowak and El-Seidy [123]. Equilibrium selection of evolutionary games was studied in 1997 

by Samuelson [124]. In 1999, Sigmund and Nowak investigated the natural selection using game theory [125]. 

 

      In 2000, Knez and Camerer [126] explained how to increase cooperation in Prisoner Dilemma (PD) game. In 

2001, Goeree and  Holt  demonstrated the laboratory data for games that are played only once. These games 

span the standard categories: static and dynamic games with complete and incomplete information [127]. In 

https://scholar.google.com.eg/citations?user=dX8EO9sAAAAJ&hl=ar&oi=sra
https://scholar.google.com.eg/citations?user=ee_3itoAAAAJ&hl=ar&oi=sra
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2003 [128], Cressman conducted extensive research on the dynamics of game evolution. In 2005 [129], Nowak 

and Sigmund conducted a study on direct reciprocity and natural selection. Roca, Cuesta, and Sánchez in 2009 

explored the temporal and spatial effects of replicator dynamics [130]. Experimental data on how cooperation 

changes in endlessly replayed prisoner's dilemma games as participants gain experience are presented by Bó 

and Fréchette in 2011 [131]. Direct reciprocity in the alternating Prisoner's Dilemma environment was 

examined in 2013 by Zagorsky, Reiter, Chatterjee, and Nowak [132]. Then, in 2015 and 2016 Essam et al 

studied three players, relatedness and memory change of prisoner dilemma [133-135].  

 

      Ibrahim et al., 2021 [136] investigated a comprehensive review of the MCDM method and hybrid game theory 

technique. They explained the fundamental concepts and models of game theory to make game theory 

principles understandable to readers. Additionally, the definitions and models are discussed and classified into 

the categories of evolutionary game, cooperative game, dynamic game, and static game. As a result, the MCDM 

method and the hybrid game theory technique are reviewed, and a number of applications from earlier works of 

literature are emphasized. 

 

2.4 Fuzzy Set 

      Fuzzy set theory has been shown to be a useful tool for describing situations with imprecise or ambiguous data. 

Fuzzy sets deal with such situations by assigning a degree to which an object belongs to a set. Zadeh proposed 

fuzzy set theory in 1965 [137], which is an applied approach to dealing with uncertainty. so that is assigned a 

membership function to any non-deterministic event. 

      In fuzzy sets (FS), the membership degree of an element in [0, 1] expresses the degree of belongingness of an 

element to a FS. Fuzzy set uses only real value   ̃( )        to indicate the grade of truth membership 

  ̃( ) of FS  ̃ defined on universe  . Zadeh, 1975 [138] proposed Interval Fuzzy Sets (IFSs) to express the 

uncertainty in the membership function. An interval-valued fuzzy set is FS in which the membership degree is 

assumed to belong to an interval.  

2.4.1 Fuzzy Representation 

     We review the fundamental notions of fuzzy set theory, initiated by Bellman and Zadeh [137]. 

Definition 2.4.1 A convex fuzzy set  ̃ on   is a fuzzy number if the following conditions hold [139]: 

(a) Its membership function is piecewise continuous. 

(b) There exist three intervals [a, b], [b, c], [c, d] such that   ̃ is increasing on  

                     [a, b], equal to 1 on        decreasing on       and equal to   elsewhere. 

Definition 2.4.2 [139] A fuzzy number  ̃   (  ,        ,   ) is said to be a trapezoidal fuzzy number if its 

membership function is given by  

  ̃( )  

{
 
 

 
 

(    )

(     )
        

         

(    )

(     )
        

 

2.4.2 Arithmetic operations between two trapezoidal fuzzy numbers 

     Let  ̃  (  ,       ,   ) and  ̃  (  ,       ,   ) be two trapezoidal fuzzy numbers. Then, the results of applying 

fuzzy arithmetic on the trapezoidal fuzzy numbers as shown in the following: 

 Addition:  ̃+ ̃ =                             
 Subtraction:  ̃   ̃ =                             
 Scalar Multiplication:  

-   ̃  (               )                

-   ̃  (                 )                

 Image of  ̃ :   ̃   

(   ,        ,   ) 
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             Fig (1): Truth membership function of trapezoidal fuzzy numbers 

 

2.5. Intuitionistic Fuzzy Sets (IFSs) 

 Atanassov introduced intuitionistic fuzzy sets, which are extensions of fuzzy sets, in 1986 [140]. Intuitionistic 

fuzzy sets consider both truth membership function   ̃( ) and falsity membership function   ̃( ). Intuitionistic 

fuzzy sets are incapable of dealing with inconsistent and indeterminate information, both of which are common 

in belief systems 

2.5.1 Intuitionistic Fuzzy Representation 

     We review the fundamental notions of intuitionistic fuzzy set theory, initiated by Atanassov (1986) [140]. 

Definition 2.5.1   Let     be a non-empty set. An intuitionistic fuzzy set   in   is an object having the form 

        ̃( )   ̃( )        , where the functions    ̃( )   ̃( ) :X      , define respectively, the 

degree of membership and degree of non-membership of the element       to the set   , which is a subset of 

 , and for every element         ̃( )    ̃( )             

2.5.2 Arithmetic operations between two intuitionistic fuzzy set  

     Let         ̃( )   ̃( )        ,         ̃( )   ̃( )        , are introduced by Atanassov, 

1999 [142]. 

Addition: A B=       ̃( )     ̃( )    ̃( )   ̃( )   ̃( )  ̃( )        ,  
Difference: A B=       (   ̃( )    ̃( )     (   ̃( )   ̃( ))      , 
Multiplication: A B=       ̃( )   ̃( )   ̃( )     ̃( )    ̃( )  ̃( )        . 

2.6  Ranking function  

     The ranking function is a viable and efficient method of ordering fuzzy numbers. There have been several types 

of ranking functions introduced that are used to solve linear programming problems with fuzzy parameters. The 

ranking function is denoted by  ( ), where     ( )     , and  ( )  is the set of fuzzy numbers defined on 

a real line, where a natural order exist [143]. 

     When comparing fuzzy linear programming problems using a ranking function. Typically, a crisp model that is 

equivalent to the fuzzy linear programming problem is defined, and then the optimal solution of this model is 

used as the optimal solution for the fuzzy linear programming problem. Suppose that  ̃ and  ̃  be two 

trapezoidal fuzzy numbers, then the ranking function of  ( ) is as following: 

 

If  ̃     ̃ then  ( ̃)     ( ̃) 

If  ̃     ̃ then  ( ̃)     ( ̃) 

                                             If  ̃    ̃ then  ( ̃)    ( ̃) 

Where  ̃  and  ̃  are in  ( ) also in the same way we can write   ̃     ̃ iff  ̃     ̃. 

 

Lemma 2.6.1: let   be any ranking function, then: 

-  ̃     ̃ iff  ̃   ̃            ̃      ̃. 

-  ̃     ̃ and  ̃     ̃, then   ̃   ̃      ̃   ̃. 

2.7  Neutrosophic Set 

 

      We frequently encounter incomplete and indeterminate information in real-world scenarios, so the information 

cannot be represented solely by the membership and non-membership functions. to get out of this situation 

Smarandache [144, 145] proposed the neutrosophic set for dealing with incomplete and indeterminate 

information.  It is distinguished by three independent degrees: truth membership degree (T), indeterminacy-

membership degree (I), and falsity membership degree (F). The decision makers want to increase the degree of 

truth-membership while decreasing the other ones.  

      Smarandache demonstrated in 2005 [146] the neutrosophic sets are generalizations of intuitionistic fuzzy sets 

and inconsistent intuitionistic fuzzy sets (picture fuzzy set, ternary fuzzy set). He also stated that the result 

obtained by applying neutrosophic operators differs from the result obtained by applying intuitionistic fuzzy 

operators for the same problem. He explains that indeterminacy in intuitionistic fuzzy operators is ignored when 

transforming from neutrosophic components to intuitionistic fuzzy components. As a result, Neutrosophic Set 

(NS) [146] is a generalization of both the fuzzy set [137] and the intuitionistic fuzzy set [138]. 



Turkish Journal of Computer and Mathematics Education   Vol.13 No.03 (2022),1068-1088 

 

 

1076 

 

 

 

Research Article  

      NS is a philosophical branch that studies the origin, nature, and scope of neutralities, as well as their 

interactions with various ideational spectra [147]. It has the potential to be a general framework for analyzing 

uncertainty in data sets, including big data sets [148]. 

2.7.1 Neutrosophic Representation 

    This subsection introduces some fundamental definitions in neutrosophic set theory [149]. 

Definition 2.7.1 Let   be the universe of discourse, then the neutrosophic set   is on object having the form 

A={     ̃( )   ̃( )   ̃( )     }where the function                  respectively the degree of 

membership, the degree of indeterminacy and degree of non-membership of the element     to the set A with 

the condition.    

      ̃( )   ̃( )   ̃( )     

Definition 2.7.2 Let   be the universe of discourse, then the single valued neutrosophic set   is on object having 

the form A={    ̃( )   ̃( )   ̃( )     }where the function                  respectively the degree of 

membership, the degree of indeterminacy and degree of non-membership of the element     to the set A with 

the condition [149].    

     ̃( )   ̃( )   ̃( )    

Definition 2.7.3 [150] The trapezoidal neutrosophic number  ̃ is a neutrosophic set in   with the following truth 

(T), indeterminacy (I) and falsity (F) membership functions as shown in Fig (2): 
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Where    ̃ ,    ̃  and   ̃  represent the maximum degree of truthiness, minimum degree of indeterminacy and 

minimum degree of falsity, respectively,   ̃,   ̃ and   ̃       . 

 
Fig (2): Truth, indeterminacy and falsity membership functions 

of trapezoidal neutrosophic number  ̃. 

 

Definition 2.7.4  The mathematical operations on two trapezoidal neutrosophic numbers [150]. 

 ̃                 ̃,   ̃,   ̃    and   ̃                 ̃,   ̃,   ̃   are as follows: 
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There are many other works in this field, such as: 
Hussein et al. [151] studied a NLP problem to handle with both incomplete and indeterminate information, where 

they converted the neutrosophic model into the corresponding crisp based on the NS parameters. Darehmiraki 

[152] proposed a new ranking method for solving the LP problem that incorporates neutrosophic numbers into 

all objective function and constraint coefficients. Edalatpanah et al [153] proposed a new algorithm for 

addressing the Single-Valued NLP problem. They also presented a numerical example to demonstrate the 

efficacy of the new algorithms. Khatteret al [154] presented the       cut of single-valued triangular 

neutrosophic numbers and introduced the arithmetic operations of triangular neutrosophic numbers using       

cut. The proposed approach converts each triangular neutrosophic number in linear programming problem to 

weighted value using possibilistic mean to determine the crisp linear programming problem. Badr et al. [155] 

contributed streamlined neutrosophic linear programming models and proposed ranking functions for both 

maximization and minimization neutrosophic linear programming. 

 
2. Background of Game Theory with Neutrosophic 

 

       Bhattacharya et al. [156] explored the possibilities and developed justifications for applying neutrosophic 

game theory principles as a generation of the fuzzy game theory model, in order to gain a better understanding 

of the Israel-Palestine conflict in terms of the goals and governing strategies of both sides. They expanded on an 

earlier attempt by Yakir Plessner (2001) to provide a game-theoretic explanation of this problem and go on to 

argue a neutrosophic adaptation of the standard 2x2 zero-sum game-theoretic model in order to determine an 

optimal outcome. 

 

      Pramanik et al. (2014) [157] investigates deals with the enduring conflict between India and Pakistan since 

1947 over Jammu and Kashmir. By taking into consideration the influence of the USA and China on crisis 

dynamics, they examined the evolution and status of the dispute as well as the dynamics of the India-Pakistan 

relationship. They talked about the various study groups' and persons' proposed solutions. They have expanded 

on the concept of the game-theoretic model of the Jammu and Kashmir conflict in a neutrosophic environment. 

To correctly understand the Jammu and Kashmir conflict in terms of the goals and strategies of each side, they 

have investigated the possibilities and developed arguments for the application of the principle of neutrosophic 

game theory. Standard 2×2 zero-sum game theoretic model used to identify an optimal solution. 
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      In 2017, Abu-Faty et al. [158] proposed a new approach for solving Multi Criteria Group Decision Making 

(MCGDM) problems that involve participant competition in the presence of data ambiguity. In this approach, 

the data uncertainty is first represented using Single Valued Neutrosophic Sets (SVNs). The SVN environment 

is then handled via the TOPSIS technique. Due to its proficiency in handling situations involving competition, 

game theory is then employed to determine the optimal solution. For the competitive MCGDM issue in a 

neutrosophic environment, they discovered the Nash equilibrium (two-player non-constant sum game). The 

suggested technique makes it possible to use neutrosophic sets conjunction with game theory principles to solve 

competitive MCGDM problems under uncertain conditions. 

 

       The Neutrosophic soft group discussions were the focus of Selvakumari et al, 2018 [159] study. Neutrosophic 

fuzzy soft game, a brand-new game model that is based on Neutrosophic soft group theory, has been proposed. 

They concentrated on discussing a class of two person zero-sum games with Neutrosophic fuzzy soft payoffs.  

 

      Khalifa created two-person zero-sum matrix games in a single valued neutrosophic environment in 2019 [160]. 

They suggested a method for solving the game problem given ambiguous and contradictory information. 

 

       Debnath introduced the idea of interval-valued neutrosophic soft sets in game theory strategy in 2020 [161]. 

Interval-valued neutrosophic soft sets (in short ivn-soft sets) is a generalization of interval-valued intuitionistic 

fuzzy soft sets. They described the two-person ivn-soft game, which can be used to resolve problems involving 

ambiguous, insufficient, inconsistent, and inaccurate data. Then they presented a method of solving the games 

based on ivn-soft saddle points, ivn-soft lower values, ivn-soft upper values, ivn-soft dominated strategy, and 

ivn-soft Nash equilibrium. They also extended the two-person ivn-soft game to n-person ivn-soft game. 

 

       Arias et al. in 2020 [162] provided a neutrosophic model in matrix form for non-cooperative games that 

generalizes a previous solution utilizing triangular intuitionistic fuzzy payoffs. The indeterminacy membership 

function, which is not restricted to any condition of dependency between the membership and non-membership 

functions, was defined due to this generalization. Particularly, the matrix's elements are payoffs of triangular 

neutrosophic numbers with a single value. The neutrosophic solution has the advantage of allowing for a more 

precise expression of the ambiguity that is common in political conflicts. 

 

       A neutrosophic method was put up by Martinez et al. in 2021 [163] to manage the contradictions that arise 

during project negotiation and execution. In addition to explicitly incorporating the indeterminacy that exists in 

the modeling of this type of activity, this methodology has the advantages that data can be entered in the form 

of language phrases. When parties are negotiating qualitative content, this methodology is helpful. 

 

        In 2021 [164] Bhaumik et al. developed and analyzed a matrix game with many objectives, and they used a 

linguistic technique to solve the problem in a single-valued neutrosophic environment. In place of the crisp data 

utilized in previous research, they offered a problem-oriented example to support their designed methodologies 

with successful real-life implications. 

 

       For the classification of criminal data and its optimization, Remani et al. 2022 [165] extended the prisoners' 

dilemma. Based on the neutrosophic logic principle, a confusion matrix-based optimization technique for crime 

data using a game theory model predicts the individual involved in the crime and clusters them into confess, not 

confessed, and in deterministic stages. With this method, they first mapped neutrosophic logic into the criminal 

justice system to remove the uncertainty surrounding crime clustering. They then divided the crime data pairs 

with two neutrosophic values for the offenders into three clusters. They improved the disjoint clustering, which 

will be carried out based on the ratio of intra-cluster to inter-cluster distances. They have put the suggested 

strategy into practice. 

 

3. Literature Analysis  

 

    In this section we analysis 69,256 papers in the fields of game theory, 2741 papers in the fields of neutrosophic, 

and 18 papers in the fields of game theory with neutrosophic based on Scopus and Web of Science databases, 

which are the world's largest use of citation databases. It is also the most respected platform for the analysis of 

peer-reviewed literature: scholarly publications, conference proceedings and books. As shown in Table 2 
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below, the articles on game theory or Neutrosophic groups have different fields of applications such as social 

sciences, chemistry, physics, medicine, mathematics,...etc. It also shows an increase in publication in recent 

years in these two topics, while articles on game theory with Neutrosophic groups have applications only in 

more relevant fields such as engineering, mathematics and computer science and are published as articles. 

Egypt and some other Arab countries rank in neural game theory with Neutrosophic applications. 
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Table 2: Analysis using the Web of Science and Scopus databases of game theory 

and neutrosophic sets by subject, country, years, etc. 

 

 Game Theory Neutrosophic Game Theory with Neutrosophic 

Subject 

 Area 

   

Country 
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Conclusion 

 

     In this paper, we provided a comprehensive background on game theory, fuzzy sets and neutrosophic sets. 

Then we demonstrated some of the work that has been done on game theory and neutrosophic sets. The last 

part of the paper dealt with the analysis of work using the two major scientific databases (Web of Science and 

Scopus) by subject, country, years, etc. The analysis showed that articles on game theory or neural groups 

have different fields of application such as social sciences, chemistry, physics, medicine and mathematics. 

..etc. It also showed an increase in publication in recent years in these two topics, while articles on game 

theory with Neutrosophic groups have applications only in more related fields such as engineering, 

mathematics, and computer science and are published as articles. It also turned out that there is a significant 

gap in the research done in the field of game theory with neutrosophic application. Egypt and some other 

Arab countries may rank in neural game theory with Neutrosophic applications. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Turkish Journal of Computer and Mathematics Education   Vol.13 No.03 (2022),1068-1088 

 

 

 

 

 1084 

 

 

Research Article  

 

References 

 

[1] Jaiswal, N. K. (2012). Military operations research: quantitative decision making (Vol. 5). Springer Science 

& Business Media. 

[2] Neumann J von, Morgenstern O. Theory of Games and Economic Behavior, Princeton University Press. 

Princeton, NJ. 

[3] Kapliński, O., & Tamošaitiene, J. (2010). Game theory applications in construction engineering and 

management. Technological and economic development of economy, 16(2), 348-363. 

[4] YANG, S. (2018). ESSAYS ON GAME THEORY AND APPLICATIONS. 

[5] Picardo, E. (2019). How game theory strategy improves decision-making. Cerca con Google. 

[6] Neumann J von, Morgenstern O. Theory of Games and Economic Behavior, Princeton University Press. 

Princeton, NJ 1944. 

[7] Skoulakis, S., Fiez, T., Sim, R., Piliouras, G., & Ratliff, L. (2021, May). Evolutionary game theory squared: 

Evolving agents in endogenously evolving zero-sum games. In Proceedings of the AAAI Conference on 

Artificial Intelligence (Vol. 35, No. 13, pp. 11343-11351). 

[8] Van Damme, E. (1984). A relation between perfect equilibria in extensive form games and proper equilibria 

in normal form games. International Journal of Game Theory, 13(1), 1-13. 

[9] Shubik M 1973 Game theory and political science p. 1–22. 

[10] Bizzotto J and Solow B 2019 Electoral competition with strategic disclosure Games 10, 29 p.1–17. 

[11] Gratton G and Zudenkova G 2020 Introduction to the special issue political games: Strategy, persuasion, 

and learning Games 11, 10 p. 10–11. 

[12] Choi T Taleizadeh A A and Yue X 2020 Game theory applications in production research in the sharing and 

circular economy era Int. J. Prod. Res. 58, 1 p. 118–127. 

[13] Roth A E 1991 Game theory as a part of empirical economics Econ. J. 101, 404 p. 107–114. 

[14] Thakor A V 1991 Game theory in finance Financ. Manag. 20, 1 p. 71–94. 

[15] Ibrahim M A R Hee P C Islam M A and Bahaludin H 2020 The Portfolio Optimization 

Performance during Malaysia’s 2018 General Election by Using Noncooperative and Cooperative Game Theory 

Approach Mod. Appl. Sci. 14, 4 p. 1–13. 

[16] Hemati H and Abrishamchi A 2020 Water allocation using game theory under climate change impact (case 

study: Zarinehrood) J. Water Clim. Chang. p. 1–13. 

[17] Madani K 2010 Game theory and water resources J. Hydrol. 381 p. 225–238. 

[18] Bogardi I and Szidarovszky F 1976 Application of game theory in water management Appl. 

[19] Hui R Lund J R and Madani K 2015 Game theory and risk-based leveed river system planning with 

noncooperation Water Resour. Res. 51 p. 1–16. 

[20] Esmaeili M Allameh G and Tajvidi T 2015 Using game theory for analysing pricing models in closed-loop 

supply chain from short- and long- term perspectives Int. J. Prod. Res. 

[21] Esmaeili M and Ghobadi S N 2018 A game theory model for pricing and supplier selection in a closed-loop 

supply chain Int. J. Procure. Manag. 11, 4 p. 472–494. 

[22] Archetti M and Pienta K J 2018 Cooperation among cancer cells: applying game theory to cancer Nat. Rev. 

Cancer 19. 

[23] Diamond G A Rozanski A and Steuer M 1986 Playing doctor: application of game theory to 

medical decision-making J. Chronic Dis. 39, 9 p. 669–677. 

[24] Limaei S M and Lohmander P 2008 A game theory approach to the Iranian forest industry raw material 

market Casp. J. Environ. Sci. 6, 1 p. 59–71. 

[25] Barough A S Shoubi M V and Skardi M J E 2012 Application of game theory approach in 

solving the construction project conflicts Procedia - Soc. Behav. Sci. 58 p. 1586–1593. 

[26] Ghic G and Grigorescu C J 2014 Applications of games theory in analyzing teaching process Procedia - Soc. 

Behav. Sci. 116 p. 3588–3592. 

[27] Cowden C C 2012 Game theory, evolutionary stable strategies and the evolution of 

biological interactions, Nature Education. [Online]. Available: 

https://www.nature.com/scitable/knowledge/library/game-theory-evolutionary-stablestrategies-and-the-

25953132/. 

[28] Camerer C F 2003 Behavioral game theory: Experiments in strategic interaction New Jersey: Princeton 

University Press. 

[29] Tanaka, H., Okuda, T., & Asai, K. (1973). Fuzzy mathematical programming. Transactions of the society of 

instrument and control engineers, 9(5), 607-613.  



Turkish Journal of Computer and Mathematics Education   Vol.13 No.03 (2022),1068-1088 

 

 

 

 

 1085 

 

 

Research Article  

[30] Saati, S., Tavana, M., Hatami-Marbini, A., & Hajiakhondi, E. (2015). A fuzzy linear programming model 

with fuzzy parameters and decision variables. International Journal of Information and Decision 

Sciences, 7(4), 312-333. 

[31] Wutsqa, D. U., & Insani, N. (2016). The Trapezoidal Fuzzy Number Linear Programming. Journal of 

Innovative Technology and Education, 3(1), 123-130.  

[32] Edalatpanah, S. A. (2019). A nonlinear approach for neutrosophic linear programming. Journal of Applied 

Research on Industrial Engineering, 6(4), 367-373. 

[33] Myerson RB. Game theory: analysis of conflict. Harvard Univ 1991. 

[34] Harsanyi JC. An equilibrium point interpretation of stable sets and a proposed alternative definition. Manage 

Sci, 20, 1472–1495, 1974. 

[35] Bolt W, Houba H. Credible threats in negotiations: A game-theoretic approach. vol. 32. Springer Science & 

Business Media; 2006. 

[36] Tayer, M. (1987). Possibility of cooperation: studies in rationality and social change. 

[37] Samuelson, L. (1997). Evolutionary games and equilibrium selection (Vol. 1). MIT press. 

[38] Fundenberg, D., & Maskin, E. (1990). Evolution and cooperation in noisy repeated games. The American 

Economic Review, 80(2), 274-279. 

[39] Banks, J. S., & Sundaram, R. K. (1990). Repeated games, finite automata, and complexity. Games and 

Economic Behavior, 2(2), 97-117. 

[40] Nowak, M. A., Sigmund, K., & El-Sedy, E. (1995). Automata, repeated games and noise. Journal of 

Mathematical Biology, 33(7), 703-722. 

[41] Imhof, L. A., Fudenberg, D., & Nowak, M. A. (2007). Tit-for-tat or win-stay, lose-shift?. Journal of 

theoretical biology, 247(3), 574-580. 

[42] J. Andreoni, J.H. Miller, Rational cooperation in the finitely repeated prisoner’s dilemma: Experimental 

evidence, Econ. J. 103 (1993) 570–585. 

[43] A. Errity, Evolving Strategies for the Prisoner’s Dilemma, Dublin City University, Ireland, 2003. 

[44] A. Haider, Using Genetic Algorithms to Develop Strategies for the Prisoners Dilemma, University Library 

of Munich, Germany, 2006. 

[45] C. Hilbe, M.A. Nowak, K. Sigmund, Evolution of extortion in iterated prisoner’s dilemma games, Proc. 

Natl. Acad. Sci. 110 (2013) 6913–6918. 

[46] Essam E-S, Salah El Din SH, Ali MA. On The Behavior of Strategies in Iterated Games Between Relatives. 

[47] Essam E-S, Zayet MM, El-Hamouly H, et al. The Effect of Memory Change in Iterated Prisoner Dilemma 

Strategies Behaviour. J Game Theory 2016; 5: 1–8. 

[48] Bellhouse D. The problem of Waldegrave. Electron J Hist Probab Stat, 3, 1–12, 2007. 

[49] Madison J. Vices of the political system of the United States. Founders’ Const 1787. 

[50] Bertrand J. Review of Walras’s théorie mathématique de la richesse sociale and Cournot’s Recherches sur 

Les principes mathematiques de la Theorie des richesses in Cournot oligopoly: Characterization and 

applications. edited by A. F. Daughety. Cambridge University Press.(1988); 1883. 

[51] Edgeworth FY. Mathematical Psychics: An Essay on the Application of Mathematics to the Moral Sciences. 

London: Kegan Paul 1881. 

[52] Zermelo E. Über eine Anwendung der Mengenlehre Auf die Theorie des Schachspiels. Proc. fifth Int. 

Congr. Math., vol. 2, II, Cambridge UP, Cambridge, p. 501–504, 1913. 

[53] Neumann J v. Zur Theorie der Gesellschaft spieled. Math Ann, 100, 295–320, 1928. 

[54] Zeuthen F. Problems of monopoly and economic warfare. G. Routledge & sons, ltd.; 1930. 

[55] Zeuthen F. Problems of monopoly and warfare. G 1930. 

[56] Borel E, Ville J. Applications aux Jeux de Hasard. Gauthier-Vilars; 1938. 

[57] Borel E, Ville J. Applications de la théorie des probabilités aux Jeux de Hasard. J. Gabay; 1938. 

[58] Neumann J von, Morgenstern O. Theory of Games and Economic Behavior, Princeton University Press. 

Princeton, NJ 1944. 

[59] Loomis LH. On a theorem of von Neumann. Proc Natl Acad Sci, 32, 213–215, 1946. 

[60] Kollock P, Argyle M, Hinde RA, Groebel J, Ostrom E. The Possibility of Cooperation 1992. 

[61] Nash JF. Equilibrium points in n-person games. Proc Nat Acad Sci USA, 36, 48–49, 1950. 

[62] Nash J. Two-person cooperative games. Econom J Econom Soc, 128–140, 1953. 

[63] Nash J. Non-cooperative games. Ann Math, 286–295, 1951. 

[64] Nash Jr JF. The bargaining problem. Econom J Econom Soc, 155–162, 1950. 

[65] Brown GW. Iterative solution of games by fictitious play. Act Anal Prod Alloc, 13, 374–376, 1951. 

[66] Brown GW. Activity analysis of production and allocation, 374–376, 1951. 

[67] McKinsey JCC. Introduction to the Theory of Games. Courier Corporation; 2012. 

[68] Cherrier B, Cachan E-E. Constructing economists’ identity: the “Economics and the Behavioral Sciences” 

survey of the Ford Foundation, 1952 2009. 



Turkish Journal of Computer and Mathematics Education   Vol.13 No.03 (2022),1068-1088 

 

 

 

 

 1086 

 

 

Research Article  

[69] Shapley LS. A values for n-person games, HW Kuhn and AW Tucker, eds., Contributions to the Theory of 

Games, Vol. II. Ann Math Stud 1953. 

[70] Shapley LS, Shubik M. Solutions of n-person games with ordinal utilities. Econometrica, 21, 348–349, 

1953. 

[71] Shapley LS. Stochastic games. Proc Natl Acad Sci, 39, 1095–1100, 1953. 

[72] Shapley LS, Shubik M. A method for evaluating the distribution of power in a committee system. Am Polit 

Sci Rev, 48, 787–792, 1954. 

[73] Gale D, Shapley LS. College admissions and the stability of marriage. Am Math Mon, 69, 9–15, 1962. 

[74] Kuhn HW. Extensive Games and the Problem of Information, Contributions to the Theory of Games II, 

Kuhn, HW and AW Tucker, eds. 193-216, 1953. 

[75] Kuhn HW. Extensive games and the problem of information. Contrib to Theory Games, 2,193–216, 1953. 

[76] Isaacs R. A game of aiming and evasion 1954. 

[77] Isaacs R. Differential games i 1954. 

[78] Isaacs R. Differential Games I: Introduction. DTIC Document; 1954. 

[79] Isaacs R. A game of aiming and evasion: General discussion and the marksman’s strategies. Rand; 1954. 

[80] Isaacs R. Differential Games. Part I: Introduction. Technical Report, RAND; 1954. 

[81] Isaacs R. Differential games II: The definition and formulation. DTIC Document; 1954. 

[82] Isaacs R. Differential games IV 1955. 

[83] Isaacs R, Karlin S. A Game of Aiming and Evasion, The RAND Corporation. Res Memo, 1316, 1954. 

[84] Braithwaite RB. Theory of Games as a Tool for the Moral Philosopher. An Inaugural Lecture Delivered in 

Cambridge on 2 December 1954 1955. 

[85] Aumann RJ. Acceptable points, in general, cooperative n-person games. Contrib to Theory Games, 4, 287–

324, 1959. 

[86] Aumann RJ. The core of a cooperative game without side payments. Trans Am Math Soc, 98, 539–552, 

1961. 

[87] Aumann RJ, Peleg B. Von Neumann-Morgenstern solutions to cooperative games without side payments. 

Bull Am Math Soc, 66, 173–179, 1960. 

[88] Schelling TC. The strategy of conflict. Cambridge, Mass 1960. 

[89] Lewontin RC. Evolution and the theory of games. J Theor Biol, 1, 382–403, 1961. 

[90] Shubik M. Incentives, decentralized control, the assignment of joint costs and internal pricing. Manage Sci, 

8, 325–343, 1962. 

[91] Borch K. Application of game theory to some problems in automobile insurance. Astin Bull, 2, 208–221, 

1962. 

[92] Bondareva ON. Some applications of linear programming methods to the theory of cooperative games. 

Probl Kibern, 10, 119–139, 1963. 

[93] Aumann RJ, Maschler M. Game theoretic aspects of gradual disarmament. Rep US Arms Control Disarm 

Agency, 80, 1–55, 1966. 

[94] Aumann RJ. Markets with a continuum of traders. Econom J Econom Soc, 39–50. 1964. 

[95] Lemke CE, Howson  Joseph T J. Equilibrium points of bimatrix games. J Soc Ind Appl Math, 12, 413–423, 

1964. 

[96] Selten R. Spieltheoretische behandlung eines oligo pol modells mit nachfrageträgheit:  Bestimmung des 

dynamischen preisgleichgewichts. Zeitschrift Für Die Gesamte Staatswissenschaft/Journal Institutional Theor 

Econ, 301–324, 1965. 

[97] Davis M, Maschler M. The kernel of a cooperative game. Nav Res Logist Q, 12, 223–259, 1965. 

[98] Harsanyi JC. Games with incomplete information played by’Bayesian'players, Part III. The basic probability 

distribution of the game. Manage Sci, 14, 486–502, 1968. 

[99] Harsanyi JC. Games with incomplete information played by “Bayesian” players part II. Bayesian 

equilibrium points. Manage Sci, 14, 320–334, 1968. 

[100] Harsanyi JC. Games with incomplete information played by “Bayesian” players, i–iii: part i. the basic 

model&. Manage Sci, 50, 1804–1817, 2004. 

[101] Schmeidler D. The nucleolus of a characteristic function game. SIAM J Appl Math, 17, 1163–1170, 1969. 

[102] Smith JM. On evolution. Edinburgh University Press; 1972. 

[103] Smith JM, Price GR. lhe Logic of Animal Conflict. Nature, 246, 15, 1973. 

[104] Hines WGS, Smith JM. Games between relatives. J Theor Biol, 79, 19–30, 1979. 

[105] Smith JM. The theory of games and the evolution of animal conflicts. J Theor Biol, 47, 209–221, 1974. 

[106] Harsanyi JC. Games with randomly disturbed payoffs: A new rationale for mixed-strategy equilibrium 

points. Int J Game Theory 2, 1–23, 1973. 

[107] Aumann RJ. Subjectivity and correlation in randomized strategies. J Math Econ, 1, 67–96, 1974. 



Turkish Journal of Computer and Mathematics Education   Vol.13 No.03 (2022),1068-1088 

 

 

 

 

 1087 

 

 

Research Article  

[108] Selten R. Reexamination of the perfectness concept for equilibrium points in extensive games. Int J Game 

Theory, 4, 25–55, 1975. 

[109] Littlechild SC, Thompson GF. Aircraft landing fees: a game theory approach. Bell J Econ, 186–204, 1977. 

[110] Kreps DM, Wilson R. Reputation, and imperfect information. J Econ Theory, 27, 253–279, 1982. 

[111] Rubinstein A. Perfect equilibrium in a bargaining model. Econom J Econom Soc, 97–109, 1982. 

[112] Smith JM. Evolution and the Theory of Games. Cambridge university press; 1982. 

[113] Neyman A. Bounded complexity justifies cooperation in the finitely repeated prisoners’ dilemma. Econ 

Lett, 19, 227–229, 1985. 

[114] Rubinstein A. Finite automata play the repeated prisoner’s dilemma. J Econ Theory, 39, 83–96. 1986. 

[115] Kohlberg E, Mertens J-F. On the strategic stability of equilibria. Econom J Econom Soc, 1003–1037, 1986. 

[116] Fudenberg D, Kreps D. Learning, experimentation and equilibrium in games. Photocop Dep Econ Stanford 

Univ 1988. 

[117] Fudenberg D, Kreps DM, Levine DK. On the robustness of equilibrium refinements. J Econ Theory, 44, 

354–380, 1988. 

[118] Crawford VP. Equilibrium without independence. J Econ Theory; 

, 50, 127–154, 1990. 

[119] Crawford VP, Haller H. Learning how to cooperate: Optimal play in repeated coordination games. Econom 

J Econom Soc, 571–595, 1990. 

[120] Fudenberg D, Tirole J. Perfect Bayesian equilibrium and sequential equilibrium. J Econ Theory, 53, 236–

260, 1991. 

[121] Binmore KG, Samuelson L. Evolutionary stability in repeated games played by finite automata. J Econ 

Theory, 57, 278–305, 1992. 

[122] Lindgren K, Nordahl MG. Evolutionary dynamics of spatial games. Phys D Nonlinear Phenom, 75, 292–

309, 1994. 

[123] Martin A. Nowak Essam El-Sedy KS. Automata repeated games and noise. J Math Biol, 33, 703–722, 

1995. 

[124] Samuelson L. Evolutionary games and equilibrium selection. Series on economic learning and social 

evolution 1997. 

[125] Sigmund K, Nowak MA. Evolutionary game theory. Curr Biol, 9, R503–505, 1999. 

[126] Knez M, Camerer C. Increasing cooperation in prisoner’s dilemmas by establishing a precedent of 

efficiency in coordination games. Organ Behav Hum Decis Process, 82, 194–216, 2000. 

[127] Goeree JK, Holt CA. Ten little treasures of game theory and ten intuitive contradictions. Am Econ Rev, 

1402–1422, 2001. 

[128] Cressman R. Evolutionary dynamics and extensive form games. vol. 5. MIT Press; 2003. 

[129] Nowak MA, Sigmund K. Evolution of indirect reciprocity. Nature, 437, 1291–1298, 2005. 

[130] Roca CP, Cuesta JA, Sánchez A. Evolutionary game theory: Temporal and spatial effects beyond replicator 

dynamics. Phys Life Rev, 6, 208–249, 2009. 

[131] Bó PD, Fréchette GR. The evolution of cooperation in infinitely repeated games: Experimental evidence. 

Am Econ Rev, 101, 411–429, 2011. 

[132] Zagorsky BM, Reiter JG, Chatterjee K, Nowak MA. Forgiver triumphs in alternating Prisoner’s Dilemma 

2013. 

[133] Essam E-S, Zayet MM, El-Hamouly H, Roshdy EM. The Effect of Memory Change in Iterated Prisoner 

Dilemma Strategies Behaviour. J Game Theory, 5, 1–8, 2016. 

[134] Elshobaky EM, El-Seidy E, Taha MA. The payoff matrix of repeated asymmetric 2× 2 games. Appl Math 

Comput 274, 393–402, 2016. 

[135] Essam E-S, Elshobaky EM, Soliman KM. Two population three-player prisoner’s dilemma game. Appl 

Math Comput, 277, 44–53, 2016. 

[136] Ibrahim, M. A. R., Jaini, N. I., & Khalif, K. M. N. K. (2021, July). A comprehensive review of hybrid 

game theory techniques and multi-criteria decision-making methods. In Journal of Physics: Conference 

Series (Vol. 1988, No. 1, p. 012056). IOP Publishing. 

[137] Zadeh, L. A. (1965). Information and control. Fuzzy sets, 8(3), 338-353.  

[138] Zadeh, L. A. (1975). The concept of a linguistic variable and its application to approximate reasoning—

I. Information sciences, 8(3), 199-249. 

[139] Nasseri, S. H., & Ebrahimnejad, A. (2010). A fuzzy dual simplex method for fuzzy number linear 

programming problem. Advances in Fuzzy Sets and Systems, 5(2), 81-95.  

[140] Atanassov, K.T (1986). Intuitionistic fuzzy sets. Fuzzy Sets and systems,  

20, 87–96. 

[141] Ejegwa, P. A., Akowe, S. O., Otene, P. M., & Ikyule, J. M. (2014). An overview on intuitionistic fuzzy 

sets. International Journal of Scientific and Technology Research, 3(3), 142-145.  



Turkish Journal of Computer and Mathematics Education   Vol.13 No.03 (2022),1068-1088 

 

 

 

 

 1088 

 

 

Research Article  

[142] Atanassov, K. T. (1999). Open problems in intuitionistic fuzzy sets theory. In Intuitionistic Fuzzy Sets (pp. 

289-291).  

[143] Brunelli, M., & Mezei, J. (2013). How different are ranking methods for fuzzy numbers? A numerical 

study. International Journal of Approximate Reasoning, 54(5), 627-639.  

[144] Smarandache, F. (1998) neutrosophic probability, set, and logic, 4th ed.; Neutrosophy: American Research 

Press, Rehoboth. 

[145] Smarandache, F., (1995) Neutrosophic logic and set.. 

[146] Smarandache, F. (2005). Neutrosophic set-a generalization of the intuitionistic fuzzy set. International 

journal of pure and applied mathematics, 24(3), 287.  

[147] Deli, I., & Şubaş, Y. (2017). A ranking method of single valued neutrosophic numbers and its applications 

to multi-attribute decision making problems. International Journal of Machine Learning and 

Cybernetics, 8(4), 1309-1322. 

[148] Smarandache, F., Neutrosophy, a new Branch of Philosophy. 2002: Infinite Study. 

[149] Smarandache, F. (2016). Neutrosophic Overset, Neutrosophic Underset, and Neutrosophic Offset. 

Similarly for Neutrosophic Over-/Under-/Off-Logic, Probability, and Statistics. Infinite Study.  

[150] Mohamed, M., Abdel-Basset, M., Zaied, A. N. H., & Smarandache, F. (2017). Neutrosophic integer 

programming problem. Infinite Study.  

[151] Smarandache, F., Hussian, A. N., Mohamed, M., & Abdel-Baset, M. (2018). Neutrosophic Linear 

Programming Problems. Neutrosophic Operational Research, 1, 15.  

[152] Darehmiraki, M. (2020). A solution for the neutrosophic linear programming problem with a new ranking 

function. In Optimization theory based on Neutrosophic and Plithogenic Sets (pp. 235-259). Academic Press.  

[153] Edalatpanah, S. A. (2019). A nonlinear approach for neutrosophic linear programming. Journal of Applied 

Research on Industrial Engineering, 6(4), 367-373. 

[154] Khatter, K. (2020). Neutrosophic linear programming using possibilistic mean. Soft Computing, 24(22), 

16847-16867. 

[155] Badr, E. M., Salam, M. A., & Smarandache, F. (2020). Solving Neutrosophic Linear Programming 

Problems with Two-Phase Approach. In Neutrosophic Sets in Decision Analysis and Operations 

Research (pp. 391-412). IGI Global.  

[156] Bhattacharya, S., Smarandache, F., & Khoshnevvisan, M. (2006). The Israel-Palestine question-a case for 

application of neutrosophic game theory. 

[157] Pramanik, S., & Roy, T. K. (2014). Neutrosophic game theoretic approach to Indo-Pak conflict over 

Jammu-Kashmir. Neutrosophic Sets and Systems, 2(1), 82-101. 

[158] Abu-Faty, H. G., El-Hefnawy, N. A., & Kafafy, A. (2017). Neutrosophic TOPSIS based game theory for 

solving MCGDM problems. Australian Journal of Basic and Applied Sciences, 11(13), 29-38. 

[159] Selvakumari, K., & Lavanya, S. (2018). Neutrosophic fuzzy soft game. International Journal of 

Engineering and Technology, 7, 667-669. 

[160] Khalifa, H. A. (2019). An approach for solving two-person zero-sum matrix games in neutrosophic 

environment. Journal of Industrial and Systems Engineering, 12(2), 186-198. 

[161] Debnath, S. (2020). Application of interval-valued neutrosophic soft sets in decision making based on 

game theory. Songlanakarin Journal of Science and Technology SJST-2020-0290, 1. 

[162] Arias, N. G., Calderón, E. P., Abarca, L. R., & Rivas, S. D. L. (2020). Neutrosophic games applied to 

political situations (Vol. 37). Infinite Study. 

[163] Martínez, R. C. J., Paucar, C. E. P., Arboleda, J. I. C., Llerena, M. Á. G., & Caballero, E. G. (2021). 

Neutrosophic Matrix Games to Solve Project Management Conflicts. Neutrosophic Sets and Systems, 44, 10. 

[164] Bhaumik, A., Roy, S. K., & Weber, G. W. (2021). Multi-objective linguistic-neutrosophic matrix game and 

its applications to tourism management. Journal of Dynamics & Games, 8(2), 101. 

[165] Remani, N. V. J. M., Naresh, V. S., Reddi, S., & Kumar, K. D. (2022). Crime data optimization using 

neutrosophic logic based game theory. Concurrency and Computation: Practice and Experience, e6973. 

 


