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## Abstract

This paper studies the methods used to solve complete and in complete differential equations and types of first order and second order and Exact differential equation to solve integration general in This equation Fur there more, and the Special cases to find the integration factor use solve those types of equations is use as well,supported by a relevant variety of examples.

## 1. Types of first-order differential equations and methods of solving them

### 1.1 Definitions in differential equations

Differential equation:A Differential Equation is an equation with a function and one or more of its derivatives, which are of shape:

$$
f\left(x, y, \ldots \ldots \ldots \ldots, \frac{d y}{d x}, \frac{d^{2} y}{d x^{2}} \ldots \ldots .\right)
$$

For Example:

$$
\frac{d x}{d y} z+y d x=u
$$

The differential equation is classified into:
1- Ordinary differential equation:is a differential equation containing derivatives or differentials Ordinary is a containing one or more functions of one independent variable and the derivatives of those functions.
For Example:

$$
y d x+x d y=e^{z}
$$

2-Partial Differential Equations:It is a differential equation containing partial or differential derivatives, as it includes two or more independent variables
For Example:

$$
\frac{\partial x}{\partial y}=z x
$$

3-Linear Differential Equations:equation that is linear For each of the dependent one or more terms, consisting of the derivatives of the variable with respect to one or more independent variables is known as a differential equation.
4-Linear partial differential equation:It is the equation that is linear with respect to the partial derivatives of dependent or more terms an existing function.
Note:

* The rank of the derivative is the order of the highest derivative in the equation
* The differential equation can be converted from one form to another to facilitate its solution Solving the differential equation:Say about pursue $y=f(x)$ It is a solution to the differential equation if two conditions are met:

$$
\begin{aligned}
& \text { 1. }\left(x, f(x), f^{\prime}(x) \ldots \ldots \ldots \ldots \ldots ., f^{(n)}(x)\right) \in D, \forall x \in I \\
& \text { 2. }\left(x, f(x), f^{\prime}(x) \ldots \ldots \ldots \ldots \ldots, f^{(n)}(x)\right) \equiv 0, \forall x \in I
\end{aligned}
$$

Where the solutions of the differential equation are divided into:
The general solution to the differential equation
It is the solution that contains optional constants in the differential equation and it is of the form

$$
\text { Example: Solve the general equation: } \begin{gathered}
\varphi\left(x, y, c_{1}, \ldots, c_{n}\right) \\
y^{\prime \prime}+4 y=0 \\
y=c_{1} \sin 2 x+c_{2} \cos 2 x
\end{gathered} \bullet
$$

Where $C_{1}, C_{2}$ Two optional parameters

The special solution for the differential equation: is the solution that we obtain by giving numerical values for the existing constants for the general solution of the differential equation

## Example :special equation solution

$$
\begin{gathered}
y^{\prime \prime}+4 y=0 \\
y=\sin 2 x+\cos 2 x ; c_{1}=c_{2}=1
\end{gathered}
$$

Important note: We can obtain an abnormal solution(anomaly) to the equation, which is the solution that cannot be obtained from the general solution, but rather we get it during the solution of the equation.
Methods for solving differential equations:Contrary to what many think, many differential equations are not yet solvable, but that can be solved by known methods and exact accuracy are few equations relative to the first, and when solving some of the problems that were found all or some of the solutions:

$$
F\left(x, y, y^{\prime}\right)=0
$$

### 1.2First order differential equations solved with respect to the derivative:

Definition of (D.E of with separated )
variables : Each form differential equation $y=f(x, y)$ It can be reformulated to poold $x, x$ At the end of it anddy, $x$ The other end is.
Writes in the shape

$$
d y-F(x, y) d x=0
$$

This equation is called separate variables if $N A$ certified on $x$ and $M$ depends on $y$ It can be written in general:

$$
M(x) d x+N(y) d y=0
$$

Integration can be done directly:

$$
\int M(x) d x+\int N(y) d y=c
$$

By conducting integration, we find that the general solution is

$$
M_{1}(X)+N_{1}(y)=c
$$

## Example:

$$
\left(1+3 x^{2}\right) d x+2 y d y=0
$$

They have separate variables General integration it : $x+x^{3}+y^{2}=c$
There are a large number of equations that can be converted separately Changing some simple operations and we will discuss several cases that can be converted to this shape:

## 1-Equation for shape *

$$
f_{2}(y) d x+g_{1}(d x) d y=0
$$

Where we return it to separate variables by dividing by $f(x), g(y)$
It becomes separate variables of the shape:

$$
\frac{d x}{f(x)}+\frac{d y}{g(y)}=0
$$

## 2-Equation for shape **

$$
M_{1}(X) \cdot M_{2}(y) d x+N_{1}(x) \cdot N_{2}(y) d y=0
$$

Where we return it to the same separate variables by dividing its ends by $M_{2}(y) \cdot N_{1}(x)$
To become:

$$
\frac{M_{1}(x)}{N_{1}(x)} d x+\frac{N_{2}(y)}{M_{2}(y)} d y=0
$$

## 3-Equation for shape ***

$$
\grave{\mathrm{y}}=f(y+a x+b)
$$

It becomes separate and that changes in the dependent by a relationship of form:

$$
z=y+a x+b
$$

With compensation we find thatỳ $+a=$ źWith compensation it becomes a form:

$$
z^{\prime}=F_{1}(z)
$$

You write as:

$$
d x=\frac{d z}{f_{1(z)}}
$$

Its general solution:

$$
x-c=f(z)
$$

Returning to the previous equation, we find that

$$
x-c=F(y+a x+b)
$$

Note that any root of the equation $F(z)=0$ It may be a solution to the equation

## 4-Equation for shape****

in which $g, f$ Continued follower
As this equation writing for a shape:

$$
\begin{gathered}
\frac{d y}{d x}=f(x) g(y) \\
\text { Or } \\
\frac{d y}{g(y)}=f(x) d x ; \forall g(y) \neq 0
\end{gathered}
$$

They become separate mutants
if it was $g(a)=0$ Was the followerFixed $y \equiv a$ A solution to the differential equation

### 1.3 Exact differential equation

So be it $M(x, y) N(x, y)$ Followers are known and continuous Since they are not lacking in one, we call the differential equation written as shape :

$$
\text { 1) } M(x, y) d x+N(x, y) d y=0
$$

With a full differential equation if the left side is a complete Differential of a follower like $U=(x, y)$ If not, then a differential equation is not complete.
Theorem: Suppose that the differential equation is complete then there is a Follower $U(x, y)$ So that its total differential is identical to the reti side:

$$
d u=\frac{\partial U}{\partial x} d x+\frac{\partial U}{\partial y} d y \equiv M(x, y) d x+N(x, y) d y=0
$$

where integration general in This equation is given in the form:

$$
U(x, y)=c
$$

Example: $\left(3 x^{2} y+8 x y^{2}\right) d x+\left(x^{3}+8 x^{2} y+12 y^{2}\right) d y=0$ Where it can be written as shape :

$$
\left(3 x^{2} y d x+x^{3} d y\right)+\left(8 x y^{2} d x+8 x^{2} y d y\right)+12 y^{2} d y=0
$$

Then shape

$$
d\left(x^{3} y\right)+d\left(4 x^{2} y^{2}\right)+d\left(4 y^{3}\right)=0
$$

Where he Integration group complete She writes as shape

$$
\begin{gathered}
d\left(x^{3} y+4 x^{2} y^{2}+4 y^{3}\right)=0 \\
U(x, y)=x^{3} y+4 x^{2} y^{2}+4 y^{3}=c
\end{gathered}
$$

Definition: We call a peaceful linear differential equation of the first order, each equation of shape or convertible of form ỳ $=a(x) y+b(x)$
Where two continued on the open space $I$
Theorem: Let $I$ it be an open and incomplete field From R and So be it $a$ and $b$ Continuing followers On the field and take the values in R So be it $x \rightarrow A(x)$ Original follower of the follower $x \rightarrow a(x)$ on $I$ and $x \rightarrow B(x)$ set of

$$
y^{\prime}=a(x) y+b(x)
$$

she $S=\{\varnothing: \lambda \in C\}$ Where

$$
\emptyset: I \rightarrow C, \emptyset(x)=\lambda \cdot e^{A(x)} \cdot B(x)
$$

Evidence we've got

$$
\begin{gathered}
\forall x \in I, \emptyset^{\prime}(x)=\lambda A^{\prime}(x) \cdot e^{A(x)}+A^{\prime}(x) \cdot e^{A(x)} \cdot B(x)+e^{A(x)} \cdot B^{\prime}(x) \\
=\lambda \mathrm{a}(\mathrm{x}) e^{A(x)}+a(x) \cdot e^{A(x)} \cdot B(x)+e^{A(x)} \cdot b^{\prime}(x) \cdot e^{-A(x)} \\
=a(x) \cdot \emptyset(x)+b(x)
\end{gathered}
$$

From it is a solution to the equation and vice correct
Integration factors and methods of finding them

## 2. Methodology

### 2.1 Intergrating factor $(x . y)$

We use the complement factor to convert an incomplete equation to an exact, since it is one way to solve an incomplete differential equation.
Definition: We say that the Follower $\mu(x, y)$ Factor if the equation after multiplying becomes a completely differential equation.
where the integration factor $\mu$ Must achieve the following Matching:

$$
\frac{\partial(\mu M)}{\partial y}=\frac{\partial(\mu N)}{\partial x}
$$
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With the necessary derivation procedure, we find that:

$$
M \frac{\partial \mu}{\partial y}+\mu \frac{\partial M}{\partial y}=N \frac{\partial \mu}{\partial x}+\mu \frac{\partial N}{\partial x}
$$

After the arrangement, we find that:

$$
N \frac{\partial \mu}{\partial x}-M \frac{\partial \mu}{\partial y}=\mu\left(\frac{\partial M}{\partial y}-\frac{\partial N}{\partial x}\right)
$$

Partial differential equation of the first order relative to the Follower the unknown $\mu \mathrm{It}$ is called the Lagrange equation And we can find a special solution for it By imposing and renewing

## Integration Process The Follower of $(x)$

The requirement for an integration process $\mu=\mu(x)$ should investigate $\frac{\partial \mu}{\partial y}=0$ And to achieve $\frac{\partial \mu}{\partial x}=\frac{d \mu}{d x}$ And the previous equation becomes on shape:

$$
\frac{d \mu}{\mu}=\frac{\frac{\partial M}{\partial y}-\frac{\partial N}{\partial x}}{N} \quad, N(x, y) \neq 0
$$

Here we note that if the right side is affiliated with $x$ Only it can be easily integrated and it can be Designation:

$$
\frac{\frac{\partial M}{\partial y}-\frac{\partial N}{\partial x}}{N}=f(x)
$$

Including that:

$$
\frac{d \mu}{\mu}=f(x) d x
$$

By the integration of the two parties, we find that:

$$
\mu=c \cdot e^{\int f(x) d x}=c \cdot \mu(x)
$$

As for if the right side is not The Follower with of $x$ Only the equation is not integral
Example: $\left(x^{2}+x-y^{2}\right) d x-x y d y=0$
Not complete, because:

$$
\frac{\partial M}{\partial y}=-2 y, \frac{\partial N}{\partial x}=-y, \frac{\partial M}{\partial y} \neq \frac{\partial N}{\partial x}
$$

And let's try to find a complement to this equation of form $\mu=\mu(x)$ And by the condition we find that:

$$
\frac{\frac{\partial M}{\partial y}-\frac{\partial N}{\partial x}}{-x y}=\frac{1}{x}=f(x)
$$

That is, the condition is fulfilled
In integral, we find that:

$$
u(x)=e^{\left(\int f(x) d x\right)}=e^{\int \frac{d x}{x}}=e^{\ln (x)}=x
$$

After multiplying by the integral factor:

$$
\left(x^{3}+x^{2}-x y^{2}\right) d x-x^{2} y d y=0
$$

Using the previous relationship where $x_{0}=0, y_{0}=0$ The general integration of the equation can be obtained By adding the limits by writing the equation as shape:

$$
\begin{aligned}
& x^{3} d x+x^{2} d x-\left(x y^{2} d x+x^{2} y d y\right)=0 \\
& \quad \rightarrow 3 d\left(\frac{x^{4}}{4}+\frac{x^{3}}{3}\right)-\frac{1}{2} d\left(x^{2} y^{2}\right)=0
\end{aligned}
$$

And the general solution.

$$
3 x^{4}+4 x^{3}-6 x^{2} y^{2}=12 c_{1}=c
$$

Integration Process The Follower of $(y)$
The requirement for an integration process the Follower of $y$ Just any $\mu=\mu(y)$
It is to be

$$
\frac{\partial \mu}{\partial y}=\frac{d \mu}{d y}, \frac{\partial \mu}{\partial x}=0
$$

Where the equation takes the form:

$$
\frac{\partial \mu}{\partial y}=\frac{\frac{d \mu}{d y}-\frac{\partial \mu}{\partial x}}{-M}=g(y) \quad ; M(x, y) \neq 0
$$

Where if the left continued the Follower of $y$ The equation can be solved And with the complementarity of the previous relationship, we find that:

$$
u(y)=e^{\int f(x) d x} ; c=1
$$

## Example:

$$
\left(2 x y^{4} e^{y}+2 x y^{3}+y\right) d x+\left(x^{2} y^{4} e^{y}-x^{2} y^{3}-3 x\right) d y=0
$$

## The solution: This equation is not complete:

$$
\begin{gathered}
\frac{\partial M}{\partial y}=8 x y^{3} e^{y}+2 x y^{4} e^{y}+6 x y^{2}+1, \frac{\partial N}{\partial x}=2 x y^{4} e^{y}-2 x y^{2}-3 \\
\frac{\partial M}{\partial y} \neq \frac{\partial N}{\partial x}
\end{gathered}
$$

9Let's look for a complement to the formula from the figure $\mu=\mu(y)$ We find that:

$$
\frac{\frac{\partial M}{\partial y}-\frac{\partial N}{\partial x}}{-M}=\frac{4\left(2 x y^{3} e^{y}+2 x y^{2}+1\right)}{y\left(2 x y^{3} e^{y}+2 x y^{2}+1\right)}=-\frac{4}{y}=g(y)
$$

From it:

$$
u(y)=e^{\int \mathrm{g}(\mathrm{y}) \mathrm{dy}}=\frac{1}{y^{4}}
$$

Let's multiply both sides of the given equation by the complement factor $\frac{1}{y^{4}}$ Get the full differential equation next:

$$
\left(2 x e^{y}+\frac{2 x}{y}+\frac{1}{y^{3}}\right) d x+\left(x^{2} y-\frac{x^{2}}{y}-\frac{3 x}{y^{4}}\right) d y=0
$$

From it we find that:

$$
\mu(x, y)=\int_{0}^{x}\left(2 x e^{y}+\frac{2 x}{y}+\frac{1}{y^{3}}\right) d x+0=c
$$

The general complementarity of the differential equation is:

$$
x^{2} c^{y}+\frac{x^{2}}{y}+\frac{x}{y^{3}}=c
$$

Where the exact equation can be converted to the sum of the exact equation differentials.

$$
\left(2 x e^{y} d x+x^{2} e^{2} d y\right)+\left(\frac{2 x d x}{y}-\frac{x^{2}}{y^{2}} d y\right)+\left(\frac{1}{y^{3}} d x-\frac{3 x}{y^{4}} d y\right)=0
$$

Thus, he writes in the as shape of one complete differentiation:

$$
d\left(x^{2} e^{y}+\frac{x^{2}}{y}+\frac{x}{y^{3}}\right)=0
$$

In complete we find that the general integration is:

$$
x^{2} e^{y}+\frac{x^{2}}{y}+\frac{x}{y^{3}}=c
$$

### 2.2 Special cases to find the integration factor:

## Method 1:

If we can put the differential equation as a sum of two differential equations from the figure:

$$
M_{1}(x, y) d x+N_{1}(x, y)+M_{2}(x, y) d x+N_{2}(x, y)=0
$$

Sometimes the complement factor of this equation can be found after the complement factors of the two equations are known

$$
\begin{aligned}
& M_{1}(x, y) d x+N_{1}(x, y)=0 \\
& M_{2}(x, y) d x+N_{2}(x, y)=0
\end{aligned}
$$

Suppose $U_{1}$ The complementary factor to the first equation $U_{1}(x, y)=C$ and that Integration factor of the second equation $U_{2}(x, y)$ Where there is an integral factor for the main equation If the following condition is met So that it is:

$$
u_{1} f_{1}\left(U_{1}\right)=u_{2} f_{2}\left(U_{2}\right)
$$

Example: Solving a differential equation:

$$
x^{2} y^{3}(4 y d x+5 x d y)+8(y d x+x d y)=0
$$

Note that the differential equation:

$$
8(x d y+y d x)=0
$$

Acceptance of an integrator:

$$
u_{1}=\frac{1}{x y}
$$

Its general solution:
The differential equation:

$$
U_{1}(x, y)=x y=c
$$

$$
x^{2} y^{3}(4 y d x+5 x d y)=0
$$

Accept an integration factor:

$$
u_{2}=\frac{1}{x^{3} y^{4}}
$$

And its general solution:

$$
U_{2}(x, y)=x^{4} y^{5}=c_{2}
$$

Let's look for the followers $f_{1}, f_{2}$ So that it is:

$$
\frac{1}{x y} f_{1}(x y)=\frac{1}{x^{3} y^{4}} f_{2}\left(x^{4} y^{5}\right)
$$

as :

$$
x^{n-1} \cdot y^{n-1}=x^{4 m-3} \cdot y^{5 m-4}
$$

From it must be achieved:

$$
n-1=4 m-3, n-1=5 m-4
$$

From them we find

$$
U=\frac{1}{x y}(x y) U=\frac{1}{x y}(x y)^{2}=x y
$$

It is an integral factor for the differential equation After multiplying by the complement factor, the equation becomes from the form:

$$
d\left(x^{3} y^{5} d x+5 x^{4} y^{4} d y\right)+18 x y(y d x+x d y)=0
$$

or:

$$
d\left(x^{4} y^{5}+4 x^{2} y^{2}\right)=0
$$

And its overall integration:

$$
x^{4} y^{5}+4 x^{2} y^{2}=c
$$

## Method 2:

If the equation can be written on the figure:

$$
d f(x, y)+M(x, y) d x+N(x, y) d y=0
$$

Suppose $\quad z=f(x, y)$
If possible, assign an integral factor to the differential equation:

$$
M(x, y) d x+N(x, y) d y=0
$$

About $z$ Only this factor was a complement to the original equation.

## Method 3:

In some cases it is possible to move from the variables $x, y$ Into new transformers $u, v$ where $u=g(x, y)$ and $v=\varnothing(x, y)$ This is to find a complement to the equation

## Example:

Solve the following differential equation:

$$
y^{2} d x+(x y+\operatorname{tg} x y) d y=0
$$

solution:

$$
\frac{\partial M}{\partial y}=2 y, \frac{\partial N}{\partial x}=y+y\left(1+\tan ^{2} x y\right), \frac{\partial M}{\partial y} \neq \frac{\partial N}{\partial x}
$$

assume that: $x y=\mu$ or $x=\frac{u}{y}$ We find that:

$$
d x=\frac{y d u-u d y}{y^{2}}
$$

With compensation:

$$
y d u+\tan u d y=0
$$

It is of the shape

$$
M(u, y) d u+N(u, y) d y=0
$$

look for the integral factor of the shape $\mu=\mu(x)$ :

$$
\begin{gathered}
\frac{\partial M}{\partial y}=1, \frac{\partial N}{\partial u}=1+\tan ^{2} u \\
\frac{\partial M}{\partial y}-\frac{\partial N}{\partial u} \\
N
\end{gathered}=\frac{1-1-\tan ^{2}}{\tan u}=-\tan u=f(u) .
$$

And get the integration factor:

$$
u=e^{\int \mathrm{f}(\mathrm{x}) \mathrm{dx}}=\cos \cos u
$$

Multiply both sides of the equation by the integral factor, and we find:

$$
y \cos \cos u d u+\sin
$$

$$
y \cos \cos u d u+\sin \sin u d y=d(y \sin \sin u)=0
$$

The general integration is:
Referring to the Variables we find:

$$
y \sin \sin u=c
$$

$$
y \sin \sin (x . y)=c
$$
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