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Abstract: Parametric statistics are among the most important research that enables us to identify the advantages of 
the communities studied from the study of some of the samples taken from them. In this paper, we identify Weibwll's 

modified model with three parameters a. b. c, then we study the asymptotic  properties of these parameters estimation, using 
the least squares  and maximum likelihood  methods  by comparing estimated parameters with seized parameters by 
changing the size of the sample each time. 
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1. Introduction 

In parametric statistics, modelling, applied mathematics, computation and operations research the 

optimization theory and methods play a very important role, which has wide applications in sciences, 

engineering, management, technology and many others fields. The subject is involved in the optimal solution of 

problems that are mathematically presented. The optimal solution of a practical problem can be found from lots 
of schemes by means of scientific methods and tools. It involves the study of optimality conditions of the 

problems, the construction of model, the determination of algorithmic, the establishment of convergence of these 

algorithms, and numerical experiments with typical problems and real life problems. It did not become an 

independent subject until the late 1940s, when G.B. Dantzig presented the well-known simplex algorithm for 

linear programming. After the 1950s, when conjugate gradient methods and quasi-Newton methods were 

presented, the nonlinear programming developed greatly. Now various modern optimization methods can solve 

difficult and large scale optimization problems, and become an indispensable tool for solving problems in diverse 

fields. We suggest the mathematical form of the examples and the basic conditions for finding the optimal 

solution, whether smaller or larger. Second, we give the general format of the least squares method and the 

maximum likelihood method to find the three parameters for a modified weibull distribution by optimization. So 

we study and illustrate the properties of the three parameters estimate of this two methods. Finally, an applied 

and comparative study by extracting the right model for the modified Weibull distribution by stabilizing the 
solution, changing the sample size every time and from our existing model, taking the three parameters as 

optimal solutions, using the two methods and studying the rate of convergence. 

The general form of optimization problems is: 

 

min
𝑥∈𝑅𝑛

𝑓 𝑥                                         (1) 

 

where 𝑥 ∈ 𝑋 ⊂  𝑅𝑛   is a variable, f  is a function, 𝑋 ⊂  𝑅𝑛   

 

2. Least-Squares Problems   

In this section we're talking about nonlinear least square : 

min
𝑥∈𝑅𝑛

𝑓 𝑥 =
1

2
𝑟 𝑥 𝑇𝑟 𝑥 =

1

2
  𝑟𝑖 𝑥  

2  

𝑚

𝑖=1

,𝑚 ≥ 𝑛.      (2)      

Where 𝑟:𝑅𝑛 → 𝑅𝑛   is a nonlinear function of 𝑥. 

It can also be translated (2) as a non-linear wreck of equations as follows: 

 

𝑟𝑖 𝑥 = 0 , 𝑖 = 1,… ,𝑚  .                      (3) 

 

Where 𝑟𝑖(𝑥) is the residual function , while  𝑚 = 𝑛 
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In this work we simulate the data that tracks the Modified Weibull distribution and then estimate the three 

parameters using this method. 

We calculate 𝜃  such that the function 𝐹𝜃 (𝑥𝑖) fits the data as well as possible, this conduct us to minimizing 

problem below: 

min
𝜃∈𝑅𝑛

  𝑒𝑖 𝑥  
2                                 (4) 

𝑚

𝑖=1

 

Where   

                      𝑒𝑖 𝑥 = 𝐹𝜃  𝑥𝑖 − 𝑦𝑖       𝑖 = 1,… ,𝑚    
And   𝑒𝑖 𝑥  

2  𝑚
𝑖=1  is the sum of the squares of the error  

 

We proposed use Newton’s method to solve the nonlinear system with three unknown parameters and we 
give some effective and special methods for solving nonlinear least-squares problem with MWD. 

The MWD distribution function (a, b, c) defined by: 

 

𝐹 𝑥, a: b: 𝑐 = 1 − 𝑒−a𝑥−β𝑥 𝑐   , 𝑥 > 0           (5) 
 

the Jacobean given by : 

𝐽 𝑥 =

 

 
 
 
 
 

𝜕𝑒1

𝜕α
 𝑥 

𝜕𝑒1

𝜕β
 𝑥 

𝜕𝑒1

𝜕𝛾
 𝑥 

𝜕𝑒2

𝜕α
 𝑥 

𝜕𝑒2

𝜕β
 𝑥 

𝜕𝑒3

𝜕𝛾
 𝑥 

… … …
𝜕𝑒𝑛
𝜕α

 𝑥 
𝜕𝑒𝑛
𝜕β

 𝑥 
𝜕𝑒𝑛
𝜕𝛾

 𝑥 
 

 
 
 
 
 

                 (6) 

Then the gradient  

𝐺 𝑥 =  (∇𝑟𝑖 𝑥 ∇𝑟𝑖 𝑥 
𝑇 + 𝑟𝑖 𝑥)∇2𝑟𝑖 𝑥  = 𝐽 𝑥 𝑇𝐽 𝑥 

𝑚

𝑖=1

+ 𝑆 𝑥           (7) 

Where 

𝑆 𝑥 =  𝑟𝑖 𝑥 ∇
2𝑟𝑖 𝑥              (8)

𝑚

𝑖=1

 

Therefore, the quadratic model of the function f(x) is: 

𝑞 𝑘  𝑥 = 𝑓 𝑥𝑘 + 𝑔 𝑥𝑘 
𝑇 𝑥 − 𝑥𝑘 +

1

2
 𝑥 − 𝑥𝑘 

𝑇𝐺 𝑥  𝑥 − 𝑥𝑘        (9) 

=
1

2
𝑟 𝑥𝑘 

𝑇𝑟 𝑥𝑘 +  𝐽 𝑥𝑘 
𝑇𝑟 𝑥𝑘 )

𝑇 𝑥 − 𝑥𝑘 +
1

2
 𝑥 − 𝑥𝑘 

𝑇(𝐽 𝑥𝑘 
𝑇𝐽 𝑥𝑘 + 𝑆 𝑥𝑘  (𝑥 − 𝑥𝑘) 

Then the  Newton’s method  for (2) given by: 

𝑥𝑘+1 = 𝑥𝑘 − ((𝐽 𝑥𝑘 
𝑇𝐽 𝑥𝑘 + 𝑆 𝑥𝑘 )

𝑇𝐽 𝑥𝑘 
𝑇𝑟 𝑥𝑘 )

𝑇       (10)       

Algorithm : 

Step 0: Given 𝑥0 ≥ 0, k := 0. 

Step 1: If   𝑔𝑘 ≤ 𝜀, stop. 

Step 2: solve  

𝐽 𝑥𝑘 
𝑇𝐽 𝑥𝑘 𝑠 = −𝐽 𝑥𝑘 

𝑇𝑟(𝑥𝑘)     for   𝑠𝑘  

Step 3: Set    𝑥𝑘+1  =  𝑥𝑘  + 𝑠𝑘  ,𝑘 ∶=  𝑘 +  1.    Go to Step 1. 

Theorem 01 

 Consider f: Rn  →  R and f ∈  C2. We assume that x  is the local minimized of the nonlinear least-squares 

problem (2) and J  x  TJ  x   is positive definite. Also we assume that the sequence {xk} generated by Algorithm 

« I » converges to x . Then, if G(x) and J  x  TJ  x   are Lipschitz continuous in the neighbourhood of  x , we have : 
 

 𝑥𝑘+1 − 𝑥   ≤  𝐽  𝑥  𝑇𝐽  𝑥     𝑆 𝑥     𝑥𝑘 − 𝑥   𝑂  𝑥𝑘 − 𝑥         (11) 

Theorem 02 
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Consider f : D ⊂ Rn → R and f ∈ C2(D), where D is an open convex set. Let J(x) be Lipschitz continuous on 

D, i.e : 

 
 𝐽(𝑥) − 𝐽(𝑦) 2 ≤  𝑥 − 𝑦  2  ∀ 𝑥,𝑦 ∈ 𝑅2                (12) 

Least Square Estimation: 

Historically, the least-squares method was the first to be developed in the early 1800s by Adrien-Marie 
Legendre (1752–1833), a French mathematician, and Gauss (1777–1855), a German mathematician, as a curve-

fitting method in the context of the theory of errors; see Stigler (1986) and Gorroochurn (2016).  

let on consider 𝑥1 , . . . ,𝑥𝑛  are the outputs of random variables 𝑋1 , . . . ,𝑋𝑛  independent and same distribution 

F(x) We're using the least square method to find the parameters (𝑎 , 𝑏 , 𝑐 ) may be obtained by minimising the 

following quantity in relation to a, b, c: 

 

min𝜃∈𝑅3   𝑦𝑖 − 𝑎 𝑥𝑖 − 𝑏 𝑥𝑖
𝑐  

2
    𝑤 𝑒𝑟𝑒   𝜃 = (𝑎 ,𝑏 , 𝑐 ) 𝑚

𝑖=1     (13) 

 

And  𝑦𝑖 = − log 𝑧𝑖 = 

To obtain a0; b0; c0, we must solve the following non-linear system of: 

 
𝜕𝑙

𝜕𝑎
=  𝑥𝑖𝑦𝑖 − 𝑎 𝑥𝑖

2 − 𝑏 𝑥𝑖
𝑐+1𝑛

𝑖=1
𝑛
𝑖=1 =𝑛

𝑖=1 0 

𝜕𝑙

𝜕𝑏
= 𝑥𝑖

𝑐𝑦𝑖 log(𝑥𝑖) − 𝑎 𝑥𝑖
𝑐+1 − 𝑏 𝑥𝑖

2𝑐𝑛
𝑖=1

𝑛
𝑖=1 =𝑛

𝑖=1 0             (14)                                                                

𝜕𝑙

𝜕𝑐
= 𝑥𝑖

𝑐𝑦𝑖 log(𝑥𝑖) − 𝑎  𝑥𝑖
𝑐+1log(𝑥𝑖) − 𝑏 𝑥𝑖

2𝑐 log(𝑥𝑖)
𝑛
𝑖=1

𝑛
𝑖=1 =𝑛

𝑖=1 0 
 

In order to find the optimal solution for this system, we rely on the modified Newton numerical method, in 

which case we choose the primitive condition and identify the value of accuracy in order to choose convergence to 

the solution. 

3. Modified Newtonʹs Method  

The Newton–Raphson numerical method is an alternative search method. This method appears approximate 

the near optimal solution, more efficient and faster in term of convergence. It is an iterative root finding 

technique using the partial derivatives of the function as the new system of equations. The algorithm uses 
Cramer’s direct method  to find the solution of the system. 

Newton’s method for multivariable optimization searches is based on Newton’s single variable algorithm for 

finding the roots and the Newton–Raphson method for finding roots of the first derivative, given a x0, iterate    

xn+1 = xn − f′(xn)/f″(xn) until |xn+1 − xn| is less than some small tolerance. 

We might also use Method 2 (see Meerschaert, 1993, p. 73). The algorithm is expanded to include partial 

derivatives with respect to each variable’s dimension. 

And in Miley, when you get a three-microscope non-linear equations system in both ways, and to find the 

optimal solution, we use the Newton-Raphson algorithm. 

4. Model, Definitions and Assumptions: 

let on consider 𝑥1 , . . . ,𝑥𝑛  are the outputs of random variables 𝑋1 , . . . ,𝑋𝑛  independent and same distribution 

The MWD distribution function (a; b; c) defined by : 

𝐹 𝑥, α: b: 𝑐 = 1 − 𝑒−α𝑥−b𝑥 𝑐   ,𝑥 > 0           (15) 
 

Where c>0 a, b> 0 and a + b > 0, we have is a scale parameter, and a, b are form parameters. 

after the MWD (a,b,c) the following distribution is obtained : 

after the MWD(a,b,c) we have the following distribution 

for c = 2 we have LFRD(a,b) 

for a = 0 we have WD(a,b) distribution of weibull 

for a = 0 and c = 2 we have RD(b) 
for b = 0 we have ED(a) the exponential distribution. 

the density function of  MWD(a,b,c)  : 

𝑓 𝑥, a: b: 𝑐 = (a𝑥 − bc𝑥𝑐−1)𝑒−α𝑥−b𝑥 𝑐   ,𝑥 > 0           (16) 
the hazard function of  MWD(a; b; c) : 

 𝑥, a: b: 𝑐 =  a𝑥 − bc𝑥𝑐−1                                          (17) 

It is easy to verify from (17) that: the hazard function is constant when c = 1, when c < 1, the hazard function is 

decreasing, and (3) if c > 1 the increasing hazard. 
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The maximum likelihood method 

let on consider 𝑥1 , . . . ,𝑥𝑛  are the outputs of random variables 𝑋1 , . . . ,𝑋𝑛  independent and same distribution, 

the likelihood function : 

for sample 𝑥1 , . . . ,𝑥𝑛 , the function of the parameter 𝜃 : 

𝑙 𝜃; 𝑥1 , . . . , 𝑥𝑛  =  𝑃(𝑋𝑖 =

𝑛

𝑖=1

𝑥𝑖 ;𝜃)                       (18) 

 When the likelihood function is considered as a function of 𝜃 dependent by observations 𝑥1 , . . . ,𝑥𝑛  

Maximum-likelihood: 

The maximum likelihood estimator (MVE) of is the corresponding random variable  noted by  𝜃𝑛  can be 

defined  : 

 

𝜃𝑛 = 𝐚𝐫𝐠 𝐦𝐚𝐱
𝜃

𝐥𝐨𝐠𝐿 𝜃; 𝑥1 , . . . , 𝑥𝑛                            (𝟏𝟗) 

 

when 𝜃 = (𝜃1 ,… ,𝜃𝑑) and all of the following partial derivatives exist, 𝜃𝑛  is solution of the system of 

equations called likelihood equations 
𝜕

𝜕𝜃𝑖
𝐥𝐨𝐠𝐿 𝜃; 𝑥1 , . . . , 𝑥𝑛    𝑖 ∈  1, . . ,𝑑  

the likelihood of MWD : 

𝐿 𝑥, a:β: 𝑐 =  (𝑎 − βc𝑥𝑖
𝑐−1)𝑒−α𝑥𝑖−β𝑥𝑖

𝑐

𝑛

𝑖=1

 

The log-likelihood function is : 

𝑙 =  log α𝑥𝑖 − βc𝑥𝑖
𝑐−1 − 𝑎 𝑥𝑖 − 𝑥𝑖

𝑐−1

𝑛

𝑖=1

𝑛

𝑖=1

𝑛

𝑖=1

 

Computing the first partial derivatives of 𝑙 and setting the results equal zeros, we get the likelihood equations 

as in the following form : 

 
𝜕𝑙

𝜕𝑎
=  

1

𝑎+𝑏𝑐𝑥𝑖
𝑐−1 − 𝑥𝑖

𝑛
𝑖=1 =𝑛

𝑖=1 0 

𝜕𝑙

𝜕𝑏
= 

    𝑐𝑥𝑖
𝑐−1

𝑎+𝑏𝑐𝑥𝑖
𝑐−1 − 𝑥𝑖

𝑐𝑛
𝑖=1 =𝑛

𝑖=1 0                                                (20) 

𝜕𝑙

𝜕𝑐
=  

𝑥𝑖
𝑐−1(𝑐𝑙𝑜𝑔𝑥𝑖)

𝑎 + 𝑏𝑐𝑥𝑖
𝑐−1 − 𝑥𝑖

𝑐 𝑙𝑜𝑔𝑥𝑖

𝑛

𝑖=1

=

𝑛

𝑖=1

0 

 

To find the solutions of the nonlinear system, we use the Newton method, which represents the discretionary 

solutions of the three parameters, we will mention the algorithm in what comes from this work. 

Properties of maximum likelihood estimators: 

To know the spin-offs of the estimates and to access the exact values, the information filter can be computed, 

the asymptotic distribution of the MLE  is given by,  Miller (1981), 

 

 
𝑎 
𝑏 

𝑐 
 ~𝑁   

𝑎
𝑏
𝑐
 , 

𝑉11 𝑉12 𝑉13

𝑉21 𝑉22 𝑉23

𝑉31 𝑉32 𝑉33

                                    (21) 

Then the observed information matrix is given by: 

 

𝐼 =  
𝐼11 𝐼12 𝐼13

𝐼21 𝐼22 𝐼23

𝐼31 𝐼32 𝐼33

  

so that the variance-covariance matrix may be approximated as : 

𝑉 =  
𝑉11 𝑉12 𝑉13

𝑉21 𝑉22 𝑉23

𝑉31 𝑉32 𝑉33

 =  
𝐼11 𝐼12 𝐼13

𝐼21 𝐼22 𝐼23

𝐼31 𝐼32 𝐼33
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 We change 𝐼𝑖𝑗 = 𝐼𝑖𝑗   , when  𝑎,𝑏, 𝑐  replaces (𝑎 ,𝑏 , 𝑐 ) we get it 
 

   𝑎 ± 𝑧𝜃
2 
 𝑉11
              𝑏 ± 𝑧𝜃

2 
 𝑉22
           𝑐 ± 𝑧𝜃

2 
 𝑉33
 , 

where 𝑧𝜃   is the upper 𝜃 _the percentile of the standard normal distribution 

 

𝜃𝑛Converges almost surely to 𝜃 when 𝑛 → +∞ 

              𝒏 𝜃𝑛 − 𝜃 → 𝑁 0, 1              
𝜃𝑛is asymptotically Gaussian, unbiased, 

In this case, we use a numerical method that enables us to find the best solution: the Newton-Raphson 

method, in the end, we address an application. 

 

5.Comparison between MV et LS  

Application: Numerical study and simulation: 

Simulation 

Let's consider the distribution function to be modified so that we take the parameters(0.5,1.1,2) and extract 

the model (X, Y) to change each time the N=10, then N=25, and then N=50. 

 

𝐹 𝑥, a: b: 𝑐 = 1 − 𝑒−0.5𝑥−1,1𝑥2
  ,𝑥 > 0 

 

The following diagram shows the simulation of the modified Weibull distribution model by taking the 

optimal solution (0.5; 1.1 ;2). About 100 graphs. 

 

Graph(01) 

 
 

 

Estimation  

Since in the modelling part we relied on optimal solutions (0.5; 1.1; 2). To test the effectiveness and properties 

of the two methods we take each time the length of the sample N=10, 25 and then 50 to study a convergence (a, b, 

c) to the optimal solution  (0.5 ;1.1 ;2). 

0 0.5 1 1.5 2 2.5
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
Model MWD(0,5;1,1;2)  of N=100
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Table 1 below shows the average and standard deviation of estimated parameters from a sample size of N=10 

with constant replication, using tow methods. 

Table.1. average and standard deviation of estimated parameters by tow methods. 

 the average of the 

parameters 

the variance of the 

parameters 

(LS) (0.488 ;1,29 ;2,019) (0.0068 ;0.032 ;0.699) 

(ML) (0.531 ;0.867 ;1.738) (0.011 ;0.235 ;0.231) 

 

From the first table we note that the average parameter of what sample size is equal to 10 approaches the 

optimal solution. The following diagram (2) shows the exact distribution function as compared to the function 

estimated using the minimization method. Also, graph (3) shows the comparison of errors in the tow methods, 

which shows that both take the normal distribution model as well as errors in the least squares method that are 

smaller than errors at the  maximum likelihood , which explains that the better method in this case is the small 

squares. We also note that the standard deviation is approaching zero. 

Graph(02) 
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comparison between MWD(0,5;1,1;2) and MWD estimed by (LS) et (ML) for N=10 
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comparison between MWD(0,5;1,1;2) and MWD estimed by (LS) et (ML) for N=25 

 

 

MWD

MWD estimed by (LS)

MWD estimed by (ML)

Graph(03) 

 
Table.2. 

 the average of the 

parameters 

the variance of the 

parameters 

(LS) (0.489 ;1,085 ;1,968) (0.0031 ;0.0012 ;0.012) 

(ML) (0.509 ;1.077 ;1.977) (0.004 ;0.024 ;0.052) 

 

Graph(04) 

 
 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

Graph(05) 
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Graph(06) 
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0 1 2 3 4 5 6 7 8 9 10
0

1

2

x 10
-4 comprarison of the error between LS et ML) tab03 N=50

 

 

error of LS

error of ML

 

 

Table. 3 

 the average of the parameters the variance of parameters 

(LS) (0.500081 ;1,09995 ;2,00015) (2.15*10-8 ;3.6*10-9 ;6.18*10-8) 

(ML) (0.4999 ;1.10006 ;1.999) (5.8*10-10 ;3.8*10-9 ;3.16*10-9) 

 

Graph(07) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

6.Comparison 

 Through the second and third tables and the funny graphics, so it's possible to observe Mille. 

The rate of parameters approaches the optimal solution, the larger the sample size as well as the standard 

deviation, the greater the sample size. For graphics the diagonal curve of the tow methods is close to the basic 

curve Errors take the normal distribution model and approach zero as the sample size increases 

And we can also say that a the  maximum likelihood  with N= 25 and 50 was the fastest approach to the optimal 

solution. 
 

7.Conclusion 

This study was designed to figure out the best digital means of reaching a solution, taking into account the 

basic conditions. 

Based on the foregoing 

The least squares method and the maximum likelihood method contribute greatly to finding optimal solutions 

to mathematical problems, making it easier for a lot of researchers in the field to estimate parameters, applied 

mathematics, or examples to figure out the way for them. 

To solve the system of non-linear equations, the best way to reach the approximate solution is the iterative 

Newton-Raphson method with the primitive condition given. 

To estimate Weibull's modified parameters, two special methods can be used to see what sample features 

follow for this distribution. 

. 
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