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Abstract  
East of Iraq Regions such as wasit city is one of the flood affected Regions, cussed by The torrents coming from Iran and the 

rain water that causes great danger to the people who live near the Iraqi-Iranian border, A good amount of work carried out 

by machine learning (ML) techniques and deep learning in the past for flood occurrence based on rainfall, humidity, 

temperature, water flow, water level etc. The problem is that no one has attempted to predict the likelihood of a flood based 

on temperature and rainfall intensity. 

Therefore, we use deep learning models such as Convolutional neural network(CNN), Recurrent Neural Network(RNN), 

Multi-layer Perceptron (MLP) and machine learning model such as Support vector machine(SVM), k-Nearest 

Neighbors(KNN), Decision Tree(DT),Random forest(RF) and Logistic regression(LR) for predicting the occurrence of flood 

based on temperature and rainfall intensity and the results were compared between the  deep learning models and machine 

learning models them in terms of accuracy, recall, precision and F1 Score.  

The results indicate that the CNN algorithm of deep learning and KNN algorithm of machine learning and can be efficiently 

used for flood forecasting with highest accuracy based on rainfall parameters, Amount of running river water and temperature 

before flood occurrence.  

Keywords:  Deep learning, Machine learning,Flood forecasting,flood prediction,forecasting 

 

1. Introduction 

One of the most important disasters that occur quickly and widely is floods that cause great damage to 

human life that may reach death, as well as agriculture and the economy, Therefore governments must 

develop reliable and accurate maps of areas with high risk knowledge and ongoing plans for flood risks and 

focus on prevention, preparedness, and protection of individuals[1].Flood forecasting models are of great 

importance for predicting floods before they occur, as well as reducing risks to facilitate the process of 

managing water resources, suggesting policies and analysing data, and evacuation modelling[2],However, 

due to the changing nature of climatic conditions, flood lead-time and occurrence location forecast is 

inherently complicated. As a result, today's primary flood prediction models are primarily data-driven and 

rely on a number of simplified assumptions[3].Although climate change has consequences as it causes an 

increase in the possibility of floods, such as an increase in the amount of precipitation if torrential rains 

come from countries, or snow melting in some countries, because people began to live near rivers, the 

danger is greater and safety measures and precautions must be provided to reduce Flood-related deaths and 

other damages[4] 

Forecasting floods at the same time is a difficult task, because it needs to identify risks and determine the 

possibility of floods, because it depends on measurements of climate change from rain, heat and wind 

intensity, and any error in measurements or uncertainty causes errors in prediction and can lead to increased 

damage[5].The areas in central Iraq adjacent to the Iranian borders are vulnerable to flooding due to the 

quantities of water coming from Iran due to torrential rains, heavy rains, or any emergency circumstance 

that poses a threat to the residents of these areas. Computational methods like as neural networks have been 

widely used to predict flood in a river's endangered region and its influence outside of the specified area: for 
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example, the upstream river flow or discharge is extremely useful in locating downstream flows that are not 

equipped or lack measurements[6].Floods, whether natural or flash floods, are typically the consequence of 

excessive rainfall. For example, the devastating flood occurrence in Malaysia in 2014[7]taught us the need 

of having a flood prediction system in place to monitor, anticipate, and detect flood events. 

It is critical to give a flood warning as soon as possible in order to minimize such losses. As a result, water 

level forecasting is critical for predicting future floods. Agriculture, plants, domestics, and industrial and 

commercial sectors all benefit from water level forecast[8]. 

The aim of  this research  paper  is  to develop  a predictive modelling Standard Process  for Data  Mining 

methodology by using Support vector machine(SVM) and other Machine Learning (ML) techniques such as 

Decision Tree (DT), k-Nearest Neighbours (KNN) and random forest and logistic regression Deep Learning 

(DL) techniques such as convolutional neural network (CNN), recurrent neural networks(RNN) and 

multilayer perceptron(MLP) and for  flood prediction in  East of Iraq and then compare the result of all 

models by the  evaluation metrics 

The remaining of this paper is organized as follows. Section 2 reviews all works related to techniques used 

for flood risk prediction, Section 3 presents the concept of Prediction methodology and prediction 

techniques, Section 4 Provides a description of the database being used, Section 5 presents the results for all 

models used In from its beginning of dataset pre-processing to evaluate the results and Finally Section 6 

concludes with some directions for future work. 

 

2. Related Work 

 Razali et al.[9]The study aims to develop a flood forecasting model by using machine learning techniques 

such as Bayesian (BN) and other machine learning (ML) techniques such as Decision Tree (DT), k-Nearest 

Neighbors (KNN) and Support Vector Machine (SVM) to predict flood risk. By reaching 99.92 percent 

accuracy, the DT technique outperformed the others. 

 Zehra.[10]Changing the behavior of river water can cause floods This paper suggested a use Non-linear 

(NARX) and Support Vector Machine (SVM) are machine learning algorithms  to predict changes in river 

water levels and thus the probability of flood detection. Precipitation amount, river inflow, peak gust, 

seasonal flow, flood frequency, and other important flood forecast factors are used by both algorithms. 

Machine-learning algorithms are excellent in predicting floods because they can use data from a variety of 

sources and categorize and regress it into flood and non-flood classes. Based on the comparative synthesis, 

conclude it is determined that statistical techniques combined with NARX may give extremely accurate and 

promising flood forecasting outcomes. 

 Sankaranarayanan et al.[11]This study discusses how to predict floods based on temperature and 

precipitation intensity, where a deep learning model was used with other machine learning models (Support 

Vector Machine (SVM), K nearest neighbor (KNN) and Naïve Bayes) and compared in terms of accuracy 

and error terms. The findings show that the deep neural network can be effectively utilized for flood 

forecasting with the best accuracy based on monsoon factors only prior to the onset of floods. 

 Kumar et al.[12]This paper demonstrates to the use of ANNs to predict water flows. Two different networks 

were used namely the feed forward network and the recurrent neural network, have been chosen to predict 

the flow of the river in India to overcome the floods. A comparison of the two networks found that the 

recurrent neural networks outperformed the feed forward networks. Furthermore, the recurrent neural 

networks had a smaller design and required less training time. Both single step ahead and multiple step 

ahead forecasting yielded superior results using the recurrent neural network. As a result, recurrent neural 

networks are recommended as a technique for predicting flood flow. 

 Dtissibe et al.[13]This paper describes how floods have become a major threat to the environment and 

economy of countries causing loss of life and material damage. It is necessary to build a flood forecasting 

system. Physical methods for flood detection have proven to be limited and ineffective. Use machine 

learning tools because neural network systems are a good alternative. The focus of attention was the 

performance of the models and minimum prediction errors. Multiple layers were used to design the flood 
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forecasting model. The model has been tested based on experiments, and the results show the effectiveness 

of the proposal with good predictive ability. 

 Kunverji et al.[14]This paper discusses the importance of a flood forecasting system, as floods have become 

a catastrophic event and the lack of a flood forecasting system has resulted in huge losses. The goal of this 

study is to developing the most effective flood forecasting model. AI calculations and a productive and 

precise flood forecasting system give all of the support require to Residents and the government. Then 

building a decision tree model. This model performs different computations on datasets with a high level of 

precision. The model uses artificial intelligence to predict floods and send notifications to local officials and 

municipalities. Decision tree, random forest, and gradient boosting of three machine learning methods used 

for comparison. This model focuses on increasing prediction rates by utilizing more complex data and a 

high-level algorithm. We build models for machine learning and deep learning, compare the results of the 

models and choose the best to predict floods. 

 

3. Prediction 

Prediction is a statistical technique that uses machine learning, deep learning, and data mining to predict 

possible future outcomes with the help of historical and current data.Where the work of modeling is by 

analyzing current and historical data and projecting what it has learned onto the model that was created to 

predict possible outcomes.Predictive modeling can be used to predict everything. Predictive models work so 

quickly and can be used to forecasting such as TV ratings, disease forecasting, natural accidents, credit risk, 

corporate earnings, and online betting risks [15].Can see in the below figure 1 basic flow for building model 

for Prediction. Inour thesis, machine learning and deep learning supervised algorithms were used to predict 

floods, and the algorithm results for both techniques were compared. 

 

3.1. ML methods in flood prediction 

Machine learning is an evolving field of computing algorithms that aim to mimic human intelligence 

by learning from their surroundings, they are the best thing to analysis big data, and Machine learning 

techniques have been used in a variety of disciplines, including computer vision, spacecraft 

engineering, as well as biomedical and medical applications[16]. We will use some of ML algorithms 

to prediction flooding such as k-Nearest Neighbors, Logistic regression, Decision Tree, Random Forest 

and Support Vector Machine. 

 

Figure 1 Basic flow for building model forPrediction 
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3.2. Deep learning methods in flood prediction 

The term Deep Learning or Deep Neural Network refers to Artificial Neural Networks (ANN) with multi 

layers. Over the last few decades, it has been considered to be one of the most powerful tools, and has 

become very popular in the literature as it is able to handle a huge amount of data. The interest in having 

deeper hidden layers has recently begun to surpass classical methods performance in different fields; 

especially in pattern recognition[17]. One of the most popular deep neural networks is the Convolutional 

neural networks (CNN), Recurrent neural networks (RNN)and Multilayer perceptron (MLP). 

4. Data Set 

Represents the phase of collecting data we used a set of databases for Iraq's climate from the NASA website 

from 1990 to 2020 and the database includes all the details of the climate in Iraq and for all months of the 

year of temperatures and rainfall and their rates. To determine the areas covered by water when flooding. 

Below figure 2 show the dataset. 

 

 

5. Result and destination:  

5.1 Data Pre-processing 

Figure 3 shows the original data that it contains unimportant values and does not affect our work and null 

value Text values that we converted to numerical values as shown inFigure 4. 

 
 

5.2  Features extraction 
After Pre-processing we split the data to training and testing data, we do first split them to training data 

(70%) and testing data (30%), the figure show the training data without label values and the figure show 

testing data content only one value, Due to the presence of a varying value in the quantities, we made a 

normalization between (0-1) for the data to get rid of it see figure(5,6, 7). 

 

 

 

Figure 7 data after normalization  Figure 6 testing data Figure 5 training data 

Figure 4 Dataset after pre-processing Figure 3 Original Dataset 

Figure 2 Dataset 
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5.3 Machine learning models 

5.3.1 k-Nearest Neighbors 

5.3.1.1 Architecture 

It is important to get the optimum value of K, so that the model can classify well, we tested the 

accuracy of the training and test data by increasing the value of the number of neighbors from 1 to 

10 illustrated in the figure 8. After that, we select the best value for K. 

 

The figure 8 shows that the best value for k is number 9. Then we make the new value of K equal to 

9. Then we note the accuracy value of the training and test data Accuracy of K-NN classifier on 

training set: 0.99, Accuracy of K-NN classifier on test set: 1.00 and prediction value to how accurate 

is our model is show in below Figure 9: 

 

5.3.2 Logistic regression 

5.3.2.1 Architecture 

We built a logistic regression model using a different measure of the C modulus where C is the 

inverse of the strength of regulation. It should be a positive float. As in support vector machines, 

smaller values define a stronger organization and we compare the final values as a result of the 

different C value.in figure 10, 11, 12 Show result change by valueC. 

 

 
After look to the above figure best result oflogistic regression model when the value of C=0.01. 

 

Figure 12LR evaluation(c=100) Figure 11LR evaluation(c=0.01) Figure 10LR evaluation(c=1) 

Figure 9KNN evaluation 

Figure 8Best number of neighbors 
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5.3.3 Decision Tree 

We built a Decision Tree model using a different parameters such as max_depththe maximum 

depth of the tree. If none, then nodes are expanded until all leaves are pure or until all leaves contain 

less than min_samples_split samples, random_state Controls the randomness of the estimator. The 

features are always randomly permuted at each split, even if splitter is set to "best",Where we in the 

first model assign value of max_depth equal to 3 and the random_state equal none then we got the 

result of  Accuracy on training set: 1.000, Accuracy on test set: 0.993,And the second model assign 

value of max_depth equal to none and the random_state equal none then we got the result of 

Accuracy on training set: 1.000, Accuracy on test set: 0.993, The best model is the second as show 

in figure 13 below: 

 
 

5.3.4  Random Forest 

Where talk about building Random Forest we design two model with change value of parameters of 

Random Forest such as n_estimatorsint, default The number of trees in the forest, max_depth, 

random state.First model have assign value to parameters (n_estimators=100, max_depth=100, 

random_state=0,the results were as follows Accuracy on training set: 1.000, Accuracy on test set: 

0.995,Second model have assign value to parameters (n_estimators=200, max_depth=210, 

random_state=0, the results were as follows Accuracy on training set: 1.000, Accuracy on test set: 

0.998, the figure 14 show the second model is the best : 

 

5.3.5 Support Vector Machine 

5.3.5.1 Architecture 

Like as previous models, we built more than one SVM model with variable parameter values such as 

C Regularization parameter, kernel Specifies the kernel type to be used in the algorithm, First model 

assign value to C=1.0 and kernel =linear then we got the result of Accuracy on training set: 0.95, 

Accuracy on test set: 0.95, Second model assign value to C=1.0 and kernel = sigmoid then we got 

the result of Accuracy on training set: 0.770, Accuracy on test set: 0.780.Third model assign value to 

C=1.0 and kernel = rbf then we got the result of Accuracy on training set: 0.99, Accuracy on test set: 

0.98,Fourth model assign value to C=12 and kernel = rbf then we got the result of Accuracy on 

training set: 1.00, Accuracy on test set: 0.99, when we look at the results we obtained, it becomes 

clear to us that the fourth model is the best, and the figure 15 shows the details: 

Figure 14Random Forest evaluation 

Figure 13Decision Tree evaluation 
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5.3.6 Computingenvironment of machine learning algorithms 

Typical training in this project was conducted on Windows 10 PC equipped with Intel core i7 CPU, 

NVIDIA 2GB GeForce 820M GPU. The models was developed using scikit-learn 0.23.1. 

 

5.4 Deep learning model 

5.4.1.1 CNN 

5.4.1.2 Architecture 

CNN model is designed with a VGG (Visual Geometry Set) model structure that has a first layer 

conv1d block with 64 filters, This layer creates a convolution kernel that is convolved with the layer 

input over a single spatial (or temporal) dimension to produce a tensor of outputs ,Next is Dense 

layer  operation on the input and return the output,MaxPooling1D layer used  basically for the 

purpose of reducing the size of the data and flatten layer that use to converting the data into a 1-

dimensional array for inputting it to the next layer,The final model contains two layers is 

flatten,Dense, Each convolution layer contains 64 filters, ReLU activation, and Unified Core 

Configurator with the same padding to make sure the output function mappings are the same width 

and height and dropout layer The Dropout layer randomly sets input units to 0 with a frequency of 

rate at each step during training time, which helps prevent overfitting and final layer is Dense. The 

developed CNN architecture is shown in Figure (16-17). 

 

 
Figure 17Model architecture 

Figure 16Details of CNN architecture and result 

output shape each layer 

Figure 15SVM evaluation 
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5.4.1.3 Model Improvement and Training Procedure 

We see the accuracy in the training and testing process in Figure 18, 19shows a representation of the 

loss in this process, it takes a few hours to complete this process. 

Here it turns out that when the number of epochs is 32, batch size is10, we will obtain the highest 

verification accuracy (0.99%) corresponding to the lowest validation loss, so it is considered the 

optimal number of epochs. 

 
 

 

 
 

 

When looking at the Figure 20 that represents the results of training the model and figure 21 below 

shows the correct cases for the prediction. 

 

5.4.2 RNN 

5.4.2.1 Architecture 

RNN model is designed with Traditional neural network model structure that has a first layer LSTM 

block with 254 filters LSTM has a special architecture which enables it to forget the unnecessary 

information .,Next is Dropout layer  operation on the input and return the output,LSTMnext layer 

,Dropout ,Dense ,Dropout ,Dense ,activation function is tanh, flatten,In final the model, Dense 

layers. The developed RNN architecture is shown in Figure(22-23). 

Figure 21CNN evaluation 

Figure 20CNN Training process and testing process results 

Figure 19loss of Training and validationprocess Figure 18accuracy of Training and validation process 
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5.4.2.2 Model Improvement and Training Procedure 

We see the accuracy in the training and testing process in Figure 24, 25shows a representation of the 

loss in this process, it takes a few hours to complete this process.Here it turns out that when the 

number of epochs is 50, batch size is 5, we will obtain the highest verification accuracy (0.99%) 

corresponding to the lowest validation loss, so it is considered the optimal number of epochs. 

 

 Figure 25loss of Training and validation process Figure 24accuracy of Training and validation process 

Figure 23Model architecture 

 

Figure 22Details of RNN architecture and result 

output shape each layer 
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When looking at the Figure 26 that represents the results of training the model and figure 27 below 

shows the correct cases for the prediction. 

 

5.4.3 Multilayer perceptron (MLP) 

5.4.3.1 Architecture 

Where talk about building MLP we design two model with change value of parameters of Random 

Forest such asalpha L2 penalty (regularization term) parameter,hidden_layer_sizesThe ith element 

represents the number of neurons in the ith hidden layer, max_iter Maximum number of 

iterations.First model assign value to 

max_iter=200,alpha=0.001,random_state=0,hidden_layer_sizes=1000 then we got the result of 

Accuracy on training set: 0.96, Accuracy on test set: 0.95.Second model assign value to 

max_iter=2000, alpha=0.1, random_state=0, hidden_layer_sizes=1000 then we got the result of 

Accuracy on training set: 0.993, Accuracy on test set: 0.979.Third model assign value to 

max_iter=200, alpha=0.00001, random_state=0, hidden_layer_sizes=3000 then we got the result of 

Accuracy on training set: 0.0.0.998, Accuracy on test set: 0.0.981.When we look at the results we 

obtained of prediction, it becomes clear to us that the second model is the best, and the figure 28 

show the details 

 

 

5.4.4 Computing environmentof deep learning algorithms 

Typical training in this project was conducted on Windows 10 PC equipped with Intel core i7 CPU, 

NVIDIA 2GB GeForce 820M GPU. The MLP model was developed using scikit-learn 0.23 and 

CNN, RNN models was developed using TensorFlow 2.4.1 and Keras 2.4.3. 

Figure 28MLP evaluation 

Figure 27RNN evaluation 

Figure 26RNN Training process and testing process results 
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5.5 Models evaluation 

After the process of building the models and training them on the training and testing data, now we compare 

the results between the models in the table below to find out the best models. 

 
Table 1: models evaluation comparison 

 Algorithm Accuracy recall precision F1 

Machine 

Learning 

Algorithm 

k-Nearest Neighbours 99% 100% 99% 99.4% 

Logistic regression 84% 86% 92% 87% 

Decision Tree 98% 98% 99% 98.4% 

Random Forest 97% 100% 99% 99.4% 

Support Vector Machine 98% 97% 98% 97% 

Deep 

Learning 

Algorithm 

CNN 99% 99% 99% 99% 

RNN 99% 97% 98% 97% 

Multilayer perceptron 94% 87% 92% 44.7% 

 

By looking at the results above, we notice the superiority of Random Forest an algorithm in machine 

learning and CNN an algorithm in deep learning, where the two algorithms had the same results, both of 

them in classification have only one wrong classification. 

 

5.6 Examples of Predictions of best model  

We can use our ergonomically designed models CNN, KNN to make predictions about flooding. Table2 

show examples of flooding projections. 
 

Table 2 Example of Predictions 

algorithm data prediction 

KNN [30.1,17.0,3] flooding 

CNN [22.8,5.5,1] Non-flooding 

 

6. Conclusions and Future Studies 

In this paper, an approach to flood forecasting is proposed. The system combines machine learning and deep 

learning to make it more efficient and convenient. During this project, more than one model was developed 

and results were compared between them to classify weather data and forecast floods.  Models were trained 

with highly balanced data sets. Models (i.e. binary classification) were trained to classify data in two 

conditions: flood, non-flood. Model attained at accuracy of 99.768%. However, the measurement 

performance under balanced data conditions is adequate. This project will be expanded by exploring ways to 

increase the accuracy of the multi-category classification models. An immediate extension of this project is to 

check the performance of the model after adding additional blocks/layers to the existing CNN, RNN model 

and modifying hyperparameters, adding change to the machine learning models to achieve high accuracy that 

competes with current models. The model developed by CNN, KNN will also be improved by integrating 

with IOT system to work with sensor to work with data real time. 
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