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Abstract: The development of mobile technology has led to great advances in providing 

health services in many developed countries. In this research, cloud computing technology 

(MCC) was used through the use of mobile applications to employ a mobile health system.  In 

this method, the mammogram image is transferred from the x-ray machine to the cloud using 

the Android platform in client-side. The technique used to detect breast cancer is the use of 

the convolutional neural network of the X-ray system to classify a mammogram into benign 

calcification, benign mass, malignant Calcification, malignant Mass, and normal. Because 

convolutional neural networks (CNNs) accelerate the diagnostic process with the support of a 

specialist in diagnosing tumors, they are therefore used to test for breast cancer. A set of 

mammography images were reprocessed to transform a mammogram that is visible to human 

into an understandable image for the computer. The parameters assigned were appropriate to 

the CNN classifier, and then trained a set of images as a source of training. Then produced a 

form to recognition the mammogram image. The results obtained show that the CNN 

classifier achieved an accuracy reached 91,039 on the DDSM (Digital Database of Screening 

Mammography) data. 

Keywords:  Deep learning, Convolutional Neural Network, Digital Database of Screening 
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1. Introduction 

The incidence of breast cancer among women has reached 23% of all cancer cases around the 

world, as it is the main cause of death among women, and the percentage of deaths that occur 

due to cancer among women is 14% [1] . Every eight to nine women will get breast cancer at 

some point in their lives in Western countries [2]. In the past few years, instead of using 

expensive computing resources[3], that can be managed locally, cloud computing has been 

used. Which can be defined as a service that can be provided upon request through which data 

can be stored on the network of remote servers for the purpose of managing and processing it. 

The progress of computer and internet based approach has change the quality of services in 

healthcare through mobile devices and it use with cloud computing [4]. One of the services 

provided by cloud computing is a browser-based dashboard that IT personnel can use to 

access the services provided by the cloud support provider. Updating medical records was 

easier because cloud computing is suitable for consolidating data stored in the cloud. In 

addition, there is a large number of resources that can be provided by cloud computing that 

can hold huge datasets of speech data or medical images[5]. Cloud computing provides many 
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services that make the healthcare industry provide services without interruption with shorter 

downtime[6].There are many patients who suffer from a lack of financial resources, as they 

can be diagnosed with the help of cloud computing by doctors, also can be provided 

telehealth[7] and telemedicine[8] to them using cloud computing, which includes move of 

various medical data, like video recordings and high-resolution medical images of patients 

from far away areas to Other areas, Where there are doctors . 

 

2. Related Work 

There is sum of disease diagnostic systems: 

 Huang, Qinghua, et al. [9] Introduced a new scheme for computer-assisted diagnostics 

with human in the ring to help doctors identify breast tumors. The features were acquired 

via a user-participant role scoring scheme based on BI-RADS lexicon and physician 

experience. 

 Zheng, Jing, et al. [7] combined machine learning methods with methods of feature 

extraction and selection . The experimental results showed that the high resolution level is 

97.2%, the sensitivity is 98.3%, and the specificity is 96.5%, where Adaboost effective 

breast cancer detection algorithm (DLA-EABA) has been proposed mathematically using 

advanced computer technologies. 

 George, YasmeenMourice, et al. [8] Provide an intelligent system for remote detection 

and diagnosis of breast cancer patients based on a web service. The cell nuclei locations in 

the mammograms image were revealed by circular Hough transform and four 

classification models were used: a multilayer perceptor using a reverse propagation 

algorithm, a probabilistic neural network (PNN), vector quantization learning, and support 

vector machine (SVM) 

 Aruna, S., L. V. Nandakishore, and S. P. Rajagopalan. [9] proposed for a breast cancer 

cloud-based decision support system (BCDSS) for diagnosing breast cancer using digital 

mammography. The system is implemented in a private cloud computing environment and 

implemented as software / infrastructure as a service to ensure data security and support 

beginner and expert users. 

 Li, Hua, et al. [10] proposed DenseNet Neural Network Model for effective and accurate 

classification of benign and malignant mammograms. The average resolution of the model 

is 94.55% 

 

3. Proposal System 

In this system, a breast cancer diagnostic cloud system was used through which the patient's 

health data is monitored remotely to diagnose cancer. When analyzing user data that is stored 

on cloud servers, there will be great flexibility to diagnose and classify different types of 

diseases. Therefore, here deep convolutional neural network (CNN) developed and is trained 

to read a set of mammogram images and classify them in the following five cases: 
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Figure 1 shows our proposed architecture[10].An illustration of the proposed structure. 

In this form, the patient who needs a diagnosis goes to the remote health center in his village, 

and gives his data to the health service provider, such as x-rays and other health data, where 

the patient's data is sent to the doctor via the Internet; After that, the doctor uploads the data to 

the platform of cloud for purpose of processing. 

 

 
Figure 1: The proposed system. 

 

 

4. Deep Learning  

Deep learning algorithms are designed to mimic the function of the human cerebral cortex. 

These algorithms are representations of deep neural networks, that is, neural networks with 

many hidden layers [15].  

 

4.1 Convolutional Neural Networks (CNN)  

Convolutional neural network (CNN) is one of most widely used in Computer Vision 

problem, it is a class of Deep Neural Network (DNNs) which based in Multi-Layer Perceptron 

(MLP) and Back Propagation techniques[11]. It is differing from traditional MLPs by 

combining a number of locally connected layers that is used for feature extraction, followed 

by a number of fully connected(FC) layers which is used for classification [12] 

 

5. Data Source 

DDSM and CBIS-DDSM databases were used. DDSM (Digital Database for Mammography 

Screening) is a database of 2,620 mammography status. Contains benign cases, malignant 

cases, and normal cases with check data of disease. CBIS-DDSM (DDSM Coordinated Breast 

Imaging Subgroup) is a subset database of the DDSM sponsored by a trained radiographer.  

DDSM and CBIS-DDSM have two various mammograms - CC (craniofacial - top view) and 

MLO (lateral oblique - lateral view) that see in Figure 3. The DDSM database contains only 

normal states. While the abnormal states exist in the CBIS-DDSM sub-database. Generally, 

4,091 were used for CNN development 
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Figure 2. Images of MLO and CC views 

 

6. Result and destination: Data Pre-processing 

6.1 Image Enhancement and Artefacts Removal  

Figure 2 shows the original mammography images (see Figure 3-(a)) that contain artefacts 

that cause a base problem in the CNN development. To eliminate this artefact, a mask has 

been created for each raw image (Figure 3-(b)) by detecting the largest object in a binary 

image and filled white gaps (i.e., artefacts) in the background of the image. The region of 

breast image must separate from the region of a background image using Otsu segmentation 

method  removing artifacts. Then the borders of the mammogram are smoothed with the 

method of openCvmorphologyEx (see Fig.3 (c)). 

 

 
Figure 3. Image Contrast Increase and Artefacts Removal 

 

6.2 Patch Extraction  

Instead of completely classifying the image, an image correction classifier has been 

developed, due to the size of the data sets and the available computing power. Therefore, two 

methods are used to perform correction extraction for abnormal and normal images: In a first 

way: The natural spots were extracted from inside the image area at random In the second 

way: spots were created from the abnormal images by gain samples from the centre of the 

image and around the position of the ROI area. 

The figure 4 illustrates the use of the ROI mask image to determine the location and size of 

the ROI in the abnormal images . 
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Figure 4. Example of Original, ROI mask, and Patch Images 

Generally, was extracted a total of 40,633 patches, 83% of which normal and 17% abnormal 

(malignant or benign). The purpose of this to show the real-world state.  The data that used for 

training and test purpose is obtained by dividing the extracted corrections into 20% test data 

and 80% training data. In the test set, 50% of the corrections were isolated to create a 

validation set. In Figure 5 there are examples of the abnormal stains extracted. 

 

 
Figure 5. Examples of extracted patch images 

 

 

6.3 Deep CNN Development 

6.3.1 Architecture 

A basic model is designed with a VGG (Visual Geometry Set) model structure that has a two-

layer block wrapping with 3 × 3 micro-filters followed by a maximum aggregation layer. The 

final model contains four repeating blocks, and each block has a batch leveling layer followed 

by a maximum aggregate layer and a demolition layer. Each warp layer contains 3 x 3 filters, 

ReLU activation, and Unified Core Configurator with the same padding to make sure the 
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output function mappings are the same width and height. The developed CNN architecture is 

shown in Fig.6-7. 

 

 
Figure 6 the details of CNN architecture and result output shape each layer. 

 

https://nycdsa-blog-files.s3.us-east-2.amazonaws.com/2020/01/kitae-kim/convnet-architecture1.png-243794-tJBcx3yt.png


                 Turkish Journal of Computer and Mathematics Education                     Vol.12 No.14 (2021), 721– 731 

 

 

727 

 

 

 

Research Article  

 
Figure 7. Model architecture 
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6.3.2 Model Improvement and Training Procedure 

We see a representation of the accuracy diagram in the training and testing process in Fig. 8. 

Fig. 9 shows a representation of the loss in this process. A portion of the training and testing 

result is illustrated in Figure 10. It takes a few hours to complete this process. Here it turns out 

that when the number of epochs is 25, we will obtain the highest verification accuracy 

(90.11%) corresponding to the lowest validation loss, so it is considered the optimal number 

of epochs. 

 

 
Figure 8: accuracy of Training and validation process 

 
Figure 9: loss of Training and validation process 
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Figure 10: Training process and testing process results. 

 

 

6.4 Computing environment 

Typical training in this project was conducted on Windows 10 PC equipped with NVIDIA 16 

GB RTX 2080 Super GPU. The CNN model was developed using TensorFlow 2.0 and Keras 

2.3.0. 

 

6.5 Examples of Predictions 

We can use our ergonomically designed CNN to make predictions about images. Figure (11) 

and Figure (12) show examples of image projections. The blue color indicates the correct 

prediction signs, while the red color indicates the wrong prediction addresses. The ratio at the 

bottom of the image indicates the expected designation. 

 
Figure  11. Example of one Image Prediction 



                 Turkish Journal of Computer and Mathematics Education                     Vol.12 No.14 (2021), 721– 731 

 

 

730 

 

 

 

Research Article  

 
Figure  12. Example of Images Predictions 

7.  Conclusions and Future Studies 

In this research, there was propose a cancer prediction approach based on mobile cloud 

computing. The system combines the cloud high processing power with the massive storage 

capacity to make it more efficient and convenient. During this project, developed a CNN 

model for classify mammogram image. Model was trained with greatly imbalanced datasets. 

The model (i.e., multi-class classification) was trained to classify images in five cases: normal 

, benign calcification, benign mass , malignant calcification , and malignant mass , with the 

accuracy of the model, attained at 91.039%, accuracy, however, measurement performance 

under data conditions Unbalanced is not appropriate. 

This project will be expanded by exploring ways to increase the accuracy of the multiple class 

classification model. An immediate extension of this project is to check model performance 

after adding additional blocks/layers to the existing CNN model and modifying 

hyperparameters. Will also improve on the CNN-developed template by integrating it into a 

complete image classifier. 
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