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Abstract:  

 

Diabetic Retinopathy (DR) is one of the leading causes of blindness globally for the patient who has Diabetes. There are about 
422 million people who have Diabetes in the world. Image processing in the medical field is challenging in the Big Data era. 
The advantages of image processing are for detection and classification of disease based on the signs of fundus images. In this 
research, we used the Attention Mechanism algorithm and Googlenet for detection and classification of Diabetic Retinopathy 
into severity levels such as normal, mild, moderate, severe, and proliferative diabetic Retinopathy. The role of attention 
mechanism focuses on pathological area into fundus images, and the part of Googlenet focuses on classifying fundus images 
into Diabetic Retinopathy levels. We used 250 datasets for training data that we obtained from Kaggle, and the accuracy of this 
research gets excellent performance up to 97%. 
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1. Introduction  

The World Health Organization estimates that 422 million people have Diabetes. The number of Diabetes 
patients is increasing significantly from year to year. The number is expected to increase to 522 million in 2034, 
as estimated by the International Diabetes Federation (IDF) [1]. Diabetic Retinopathy (DR), known as diabetic eye 
disease because it happens on retina due to Diabetes. DR is one of the leading causes of preventable blindness in 
the world. DR is one of the complications of Diabetes in the retina vessels [2]. Stage of DR is mild, moderate, 
severe, and Proliferative Diabetic Retinopathy (PDR). Every severity stage of DR has signed, such as 
microanarysm, cotton wool spots, exudates, hard exudates, and neovascularization [3-7]. DR is a severe disease, 
so suitable treatment for patients is critical to do for preventing blindness. 

In the examination of the retina in conventional methods to detect DR, professional skill is needed, high cost 
and time consuming to perform the severity levels of DR. Doctors have to look one by one to ensure the condition 
of the patient and their retina to give suitable treatment for patients. From the point of healthcare view, it is more 
effective when DR is detected early [8]. 

Recent technology development in big data has enabled using artificial intelligence (AI), Machine Learning 
(ML), and Deep Learning (DL) for healthcare. Many approaches based on ML have been applied for detection 
and classification of DR in the severity levels through fundus images[9-12]. Fundus images is used for featured 
extraction [13]. Applied of ML used Histogram Of Oriented Gradients and Shallow learning to classify DR into 
Mild and Normal class achieved 85% accuracy [14]. 

One of the methods used in DL could improve the performance of object detection and visual object 
recognition [15, 16]. DL is a subset of ML that uses multiple layers containing non-linear processing units. DL 
application uses object detection of features of images, such as lesion features in the fundus images, for detecting 
DR [17].  

The convolutional neural network (CNN) is one of the DL models that have convolutional, pooling, and fully 
connected layers. The convolutional layer extracts image features, the result of which goes to the pooling layer, 
where the number of feature extraction is calculated [18]. The fully connected layer is classified as a DL algorithm 
[19, 20]. Recent researchers using CNN for detection and classification DR. [21, 22] 

 Research Article 



Diabetic Retinopathy Detection and Classification Using GoogleNet and Attention Mechanism Through Fundus Images 

 

 

591 
 

CNN has been widely used for image classification [23]. One of the primary applications of CNN is in medical 
images. Recently, [24] used CNN the detect and classify DR through fundus images used Googlenet and achieved 
performance 88% for detecting normal and DR. Another recently proposed CNN-based technique for DR 
classification is developed by [25], two algorithms are involved. There are Googlenet and transfer learning. This 
experiment divided DR into three levels such No DR, mild and Severe used Googlenet and transfer learning 
achieves sensitivity 95% and specificity 96%.   Similarly, [26] used CNN dataset and divided it into five DR 
severity levels such as normal, mild, moderate, severe, and PDR. The experiment shows good performance up to 
93% inaccuracy. They designed CNN based architecture that performed traffic sign classification-related tasks 
with a good recognition rate. 

One of the algorithms that helped CNN for better accuracy to classify images is the attention mechanism 
(AM). The AM is an algorithm, which contains three steps for implementation, such as global, local, and fusion 
branches [27]. AM focuses on the pathological area after fundus images are divided into normal and DR and into 
four levels such mild, moderate, severe, and PDR. 

In this study, we proposed an AM and CNN as methods for the detection and classification of DR using fundus 
images. We used Googlenet as an architecture of CNN because Googlenet has deep architecture. We used AM 
because it can focus on the pathological area, and Googlenet was used to classify DR into normal, mild NPDR, 
moderate NPDR, severe NPDR, and PDR. This research also used Googlenet architecture without an attention 
mechanism for detecting and classifying DR using fundus images. We compared the results between Googlenet 
with and without attention mechanism. 

2. Materials And Methods 

In this section, we discuss the proposed Googlenet and Attention Mechanism method. Our model, Googlenet, 
and Googlenet with attention mechanism training 250 fundus images from the Kaggle dataset to classify normal, 
mild, moderate, severe, and PDR. Before training data, we did image preprocessing when the images resize into 
fit Googlenet input image and cropping the image. By this process, we know the weight of each input. Afterward, 
we trained the data using Googlenet architecture and Googlenet architecture with an attention mechanism to know 
the classification result. Zero indicates normal fundus images, 1 indicates mild fundus images, 2 indicates 
moderate fundus images, 3 indicates severe fundus images, and 4 indicates PDR fundus images. The proposed 
method in this research used several steps. The first step is to preprocess data, including the cropping and resizing 
of data into a fit size. We used CNN models, such as Googlenet and attention mechanism algorithm, for training 
data. Googlenet has a faster performance for training data, and the attention mechanism algorithm helps the 
Googlenet t to classify detailed data. 

We used fundus images containing normal, mild, moderate, severe, and PDR for training data. We obtained a 
database from the Kaggle dataset, which consists of 250 images that we used for training the model. Each level of 
severity DR has a 50 fundus images dataset. We built the model to classify DR into five levels, normal, mild, 
moderate, severe, and PDR. Normal or No DR means that the eye is healthy and there are no DR symptoms; mild 
means there are microaneurysms; moderate means that the number of microaneurysms and hemorrhages is less 
than 20 in every quadrant as well as the presence of hard exudates; severe means that the number of 
microaneurysms and hemorrhages is more than 20 in more than two quadrants as well as exudates and red lesions; 
PDR means that neovascularization, abnormal formation of blood vessels, have developed, as evident in the 
fundus images. 

In recent years, the development of applied AI for healthcare has been challenging for researchers. Googlenet 
are used to classify images for disease detection. In this research, we used the Googlenet architecture and attention 
mechanism algorithm to classify fundus images into DR classes based on the symptom shown. The steps of our 
experiment are shown in Fig.1. 

 

Figure 1. Flowchart DR Classification 

We set the image into fit size by resized each fundus image. Every fundus image was preprocessed, and the 
data was divided to 80% for training data and 20% for testing data. We used the Googlenet architecture and 
Googlenet architecture with an attention mechanism algorithm to train and test data. The output of this research is 
the classification of DR into normal, mild, moderate, severe, and PDR. 
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A. Datasets and Preprocessing 

We obtained a dataset from the Kaggle Dataset, which has a lot of fundus image datasets with a high resolution 
(https://www.kaggle.com). Besides that, Fundus images from Kaggle are indexed by the pathologists. The fundus 
images are shown in Fig.2. 

 

Figure 2. DR in five severe levels [28] 

We provided the balance data Fundus image (normal, mild NPDR, moderate, severe, and PDR criteria shown 
in Fig.2). The number of each measures dataset is 50 fundus images. We have 250 fundus images from the 
dataset, and the data was divided into 80% for training data and 20% for validating data.  

Preprocessing data is important to do. In the research, we resized the image into fit Googlenet input size 
224x224x3 and cropped image. The preprocessing data are shown in Fig.3. 

 

Figure 3. Preprocessing images 

B. GoogleNet 

Googlenet gets popularity from different research communities and is applied for different applications. 
GoogLeNet is trained on ImageNet [29] with millions of high-resolution images to classify them into 1000 
different classes such as a keyboard, mouse, and many species of animals with a very low error rate by tuning 
nearly seven million parameters doing 1.5 billion operations. 

The structure inception architecture of Googlenet used some intermediate classifier branches in the middle of 
the architecture. These branches are used only during training the model. These branches consist of a 5×5 average 
pooling layer with a stride of 3, then 1×1 convolution with 128 filters, two fully connected layers of 1024 outputs 
and 1000 outputs, and a softmax classification layer. The generated loss of these layers added to total loss with a 
weight of 0.3. These layers help in combating the gradient vanishing problem and provide regularization too. 

GoogleNet used 22 layers deep CNN in the 2014 ILSVRC competition, which is smaller and more speedily 
than VggNet, and smaller and more precise than AlexNet on the original ILSVRC images. It was designed to keep 
computational efficiency in the process. It can perform in low computational resources. For top-5 classification 
tasks, the error rate is 5.5%. The network structure is more complex than VggNet, adding ’Inception’ layers to the 
network structure. Each’Inception’ layer contains six convolutional and one pooling operation, which decreases 
the thickness of the fusion feature image. The architecture of Googlenet is shown in Fig. 4. 

 

Figure 4. Goglenet architecture [29] 
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We used a parallel filter for operations on the input data from the previous layer, and many receptive field 
image sizes for convolution are, respectively, 1x1, 3x3,5x5, and pooling operation is 3x3. This architecture has 
two auxiliary classifier layers that are connected to the output of inception and inception layers.  

GoogleNet gains the image size of 224x224 with RGB color channels the format data of images are Tiff. All 
the convolutions in-side the architecture use Rectified Linear Units (ReLU) as activations function. The ReLu 
gains the pixels of the image dataset, and if the pixels have a positive value, the value is kept, and if the value is 
negative, it will be converted as zero. 

C. GoogleNet and Attention Mechanism  

After preprocessing data, fundus images in the first output through convolution and max pooling. The function 
of this process is to extract the data and determine normal and DR fundus images. After that, the part of concenate 
is used to connect the result of the first output and input images into the second process, such as Googlenet 
architecture without a fully connected layer, and at the end process, we add deconvolution to fit the size for the 
next process. In the last process, we used concenate again to connect the second process to the last process. The 
last process used Googlenet architecture, and we obtained the classification of multiclass.   

 

Figure 5. Googlenet Architecture and Attention Mechanism 

Image input for this model is 224x224x3. The first input is used to divide the fundus image into two outputs. 
There are normal or No DR and DR. After predicting the attention map in the second input. We design the 
pathological area that contains the input image and output first process. After that, the classification comes from 
the second output and concenate with input image. 

Attention Mechanism consists of three points, global branch, local branch, and fusion branch. First, we have to 

set labels for each image. Given label in every image into a vector for 1 2[ , ,... ]
c
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And then Fusion Branch denoted by, 

1

1
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C

c c c f cf

C

f
L W l log P c I I l log P c I I
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  (5) 

The attention mechanism on the Googlenet architecture is divided into three sections learning processes. In the 
first section, the learning process resulted from data used as input data for the second process and used to know 
the DR area and normal area. In the second process, we classified the DR area into several levels. All DR levels 
become output in the last process using softmax. 

Identify applicable sponsor/s here. If no sponsors, delete this text box (sponsors). 

3. Result 

In this research, we used Google Collaboratory and Python programming language along with Pytorch library 
to simulate the model with 250 fundus images obtained from the Kaggle dataset. 

A. Googlenet 

The result of the Googlenet architecture that we build in this research is shown in Table I.  

TABLE I. Architecture of Googlenet 

Layer 

Name 

Input size Filter Size/ 

Stride/Padd 

Pooling 

Size/Stride/Padd 

1x1 3x3R 3x3 5x5R 5x5 Pool 

Proj 

Output 

Conv. 224x224x3 7x7x64/2/2 - - - - - - - 112x112x64 
Max Pool 112x112x64 - 3x3/2/0 - - - - - - 56x56x64 
Conv. 56x56x64 - - - 64 192 - - - 56x56x192 
Max Pool. 56x56x192 - 3x3/2/0 - - - - - - 28x28x192 
Inception 
(3a) 

28x28x192 -- - 64 96 128 16 32 32 28x28x256 

Inception 
(3b) 

28x28x256 - - 128 128 192 32 64 64 28x28x480 

Max Pool 28x28x480 - 3x3/2/0 _ - - - - - 14x14x480 
Inception 
(4a) 

14x14x480 - - 192 96 208 16 64 64 14x14x512 

Inception 
(4b) 

14x14x512 - - 160 112 224 24 64 64 14x14x512 

Inception 
(4c) 

14x14x512 - - 128 128 256 24 64 64 14x14x512 

Inception 
(4d) 

14x14x512 - - 112 144 288 32 64 64 14x14x528 

Inception 
(4e) 

14x14x528   256 160 320 32 128 128 14x14x832 

Max Pool 14x14x832 - 3x3/2/0 - - - - - - 7x7x832 
Inception 
(5a) 

7x7x832 - - 256 160 320 32 128 128 7x7x832 

Inception 
(5b) 

7x7x832 - - 384 192 384 48 128 128 7x7x1024 

Average 
Pool 

7x7x1024 - 7x7/1/0 - - - - - - 1024 

Drop Out 
(0.2) 

1024 - - - - - - - - 1024 

Softmax 1024 - - - - - - - - 5 

Input size in the googlenet is 224x224x3. The total layers that we used are 22 layers contains Convolution, 
Max Pooling, Inception, Average Pooling layer, Drop Out, and softmax. 

Overall the googlenet model is the same with architecture which develops by [29] the point of difference is 
softmax. We used five outputs in the softmax that indicate about classify fundus images into five severity levels 
such normal, mild, moderate, severe, and PDR. Process of running time used Googlenet take 30 minutes with 
learning rate 0,001. 

B. Googlenet and Attention Mechanism 

The normal class indicates no disease, and the DR class indicates an infected or diseased eye. The model was 
pre-trained on 250 datasets until it reached a significant level. 



Diabetic Retinopathy Detection and Classification Using GoogleNet and Attention Mechanism Through Fundus Images 

 

 

595 
 

Image input for Googlenet and attention mechanism model is 224x224x3. We divided the models into three 
sections. The first section consists of convolution layers and batch normalization. This process is used to divide 
the fundus image into two outputs. There are normal or No DR and DR. 

In the second input, we design the model to focus on the pathological area. This section contains the input 
image and output first process. This process contains a convolutional layer, batch normalization, and 
deconvolutional layer. This process divided DR into four levels such mild, moderate, severe, and PDR. 

The last process in the model is classification.  Input comes from the second output and Concatenate with the 
input image. This process contains several layers such as a convolutional layer, max pooling, inceptions, average 
max pooling, drop out and softmax in the end. Output from this process is classification DR into five levels such 
normal, mild, moderate, severe, and PDR. The Concatenate function connects every process in the model. 

Concatenate function is one of the challenging parts of the model. We have to set the first image input and the 
first image output suitable with the second image input for good performance in this model. The highlight of 
Concatenate is noticed in the weight of every input and output image. The difference in input and output images’ 
weight will make the model getting an error. 

TABLE II. The Architecture of Googlenet and Attention Mechanism 

Layer 

Name 

Input size Filter 

Size/Stride/Padd 

Pooling 

Size/Stride/Padd 

1x1 3x3R 3x3 5x5R 5x5 Pool 

Proj 

Output 

Conv. 224x224x3 7x7x64/2/2 - - - - - - - 112x112x64 
Max Pool 112x112x64 - 3x3/2/0 - - - - - - 56x56x64 
Conv. 56x56x64 - - - 64 192 - - - 56x56x192 
Max Pool. 56x56x192 - 3x3/2/0 - - - - - - 28x28x192 
Concenate - - - - - - - - -  
Conv. 224x224x3 7x7x64/2/2 - - - - - - - 112x112x64 
Max Pool 112x112x64 - 3x3/2/0 - - - - - - 56x56x64 
Conv. 56x56x64 - - - 64 192 - - - 56x56x192 
Max Pool. 56x56x192 - 3x3/2/0 - - - - - - 28x28x192 
Concenate - - - - - - - - -  
Conv. 224x224x3 7x7x64/2/2 - - - - - - - 112x112x64 
Max Pool 112x112x64 - 3x3/2/0 - - - - - - 56x56x64 
Conv. 56x56x64 - - - 64 192 - - - 56x56x192 
Max Pool. 56x56x192 - 3x3/2/0 - - - - - - 28x28x192 
Inception 
(3a) 

28x28x192 -- - 64 96 128 16 32 32 28x28x256 

Inception 
(3b) 

28x28x256 - - 128 128 192 32 64 64 28x28x480 

Max Pool 28x28x480 - 3x3/2/0 _ - - - - - 14x14x480 
Inception 
(4a) 

14x14x480 - - 192 96 208 16 64 64 14x14x512 

Inception 
(4b) 

14x14x512 - - 160 112 224 24 64 64 14x14x512 

Inception 
(4c) 

14x14x512 - - 128 128 256 24 64 64 14x14x512 

Inception 
(4d) 

14x14x512 - - 112 144 288 32 64 64 14x14x528 

Inception 
(4e) 

14x14x528   256 160 320 32 128 128 14x14x832 

Max Pool 14x14x832 - 3x3/2/0 - - - - - - 7x7x832 
Inception 
(5a) 

7x7x832 - - 256 160 320 32 128 128 7x7x832 

Inception 
(5b) 

7x7x832 - - 384 192 384 48 128 128 7x7x1024 

Average 
Pool 

7x7x1024 - 7x7/1/0 - - - - - - 1024 

Drop Out 
(0.2) 

1024 - - - - - - - - 1024 

Softmax 1024 - - - - - - - - 5 

 

The performance of Googlenet and Attention Mechanism is shown in the following table.  
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TABLE III. The performance of Googlenet and Attention Mechanism. 

 Googlenet Googlenet and Attention Mechanism 

Input image size 224x224x3 224x224x3 
Average Accuracy 85% 97% 
Average of Training time 40 minutes 30 minutes 

 

The input size of fundus images is the same between Googlenet architecture and Googlenet with an attention 
mechanism. Googlenet with attention mechanism shows better accuracy than Googlenet architecture. The 
difference accuracy of both models is 12%, with 85% on Googlenet architecture and 97% for Googlenet with an 
attention mechanism. Googlenet with attention mechanism is faster than Googlenet in terms of runtime. For epoch 
training, both models had 20 epochs. Every model iterates five times. 

4. Discussion 

This study compared models for detecting and classifying DR through fundus images. The results of this study 
showed that Googlenet and Attention Mechanism had better performance than Googlener only. The runtime of 
Googlenet was 40min, which was ten times longer development time than Googlenet and Attention Mechanism 
(30min). However, Googlenet and Attention Mechanism showed better (≥12%) accuracy than Googlenet models. 
The results of this study agreed with the results of previous studies [30-32] that reported that the performance of 
CNN and Attention Mechanism was better than CNN methods (e.g., AlexNet and ResNet) for detecting and 
classifying DR by fundus images. The results of this study implied that the Attention Mechanism for knowing the 
pathological area is effective in helping CNN classifying DR into five levels. 

5. Conclusion 

Diabetic Retinopathy is one of the complications of Diabetes and leading blindness because the damage in 
retina. An automated detection and classification of the DR level has an important. Early detection allows for 
suitable treatment to the patient, which is crucial because early detection can effectively prevent visual blindness. 
DR automatic classification of fundus images can effectively help doctors in diagnosis DR, which can improve the 
diagnostic efficiency. In this research, applied CNN for detecting DR with Attention Mechanism are presented to 
detect and classify DR through fundus image. At the same time, data preprocessing can reduce for the lack of 
fundus image such as the image doesn’t proportion. Beside that concenate have important role of this model. The 
best experimental model classification achieved very good performance up to 97% in accuracy, and our results 
better accuracy on DR image classification using attention mechanism than without attention mechanism. 

In the future, we have plans to classify DR into five classes such as every level on DR can detect correctly and 
CNN trained to focus not only detect normal and DR fundus images but also the classify of DR level from mild, 
moderate, severe, and PDR. Furthermore, we plan to obtain a dataset from a real Indonesia screening setting, such 
as a hospital in Indonesia that specializes in eye treatment. The ongoing development of combining CNN with 
other support algorithms allows deeper networks to learn the data are getting better. 
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